Extension of a Martian general circulation model to thermospheric altitudes: UV heating and photochemical models
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[1] A fast method to incorporate the UV heating and the photochemistry of the neutral upper atmosphere of Mars into general circulation models (GCMs) is presented. On the basis of more detailed one-dimensional (1-D) models, the scheme we propose makes use of a division of the UV spectrum in 36 subintervals of 20 nm average width. Photoabsorption coefficients are computed allowing for overlapping and are tabulated as a function of suitable column abundances. The photochemistry proposed includes 12 compounds and uses the approximation of photochemical equilibrium for the three fastest species, OH, O(1D), and HO2. The behavior of the fast scheme is shown against detailed 1-D calculations. The resulting acceleration is about a factor 200 in the UV heating, while in the photochemistry it is about a factor 100 at 120 km and much larger below. The proposed scheme has already been implemented into the GCM developed at the Laboratoire de Météorologie Dynamique-CNRS in Paris (LMD), which therefore becomes the first single Martian GCM to cover the whole range of altitudes from the planet surface to the upper thermosphere. We present typical results of the Martian thermosphere obtained with the present scheme and the LMD-GCM, in order to illustrate its behavior and stability. In particular, we show the sensitivity of the Martian upper atmosphere’s thermal structure to the local photochemistry. Comparisons with previous models are also presented, as first steps in an ongoing validation study, necessarily extensive for this kind of GCM, which will include more detailed comparisons with recent and future data from space missions.


1. Introduction

[2] New modeling efforts and new data from spacecraft instrumentation are two relevant topics of the renovated interest on the upper atmosphere of Mars. On the side of the theoretical modeling and simulation, a number of general circulation models (GCM) are under development with the purpose of studying the behavior of this region and its coupling with lower altitudes. GCMs have been revealed as powerful tools to study atmospheric processes and their interactions in planetary atmospheres, to simulate temperature, pressure, and wind fields, as well as to extract the most information out of diverse and disperse data sets. The normally huge number of calculations involved in GCM simulations makes it necessary to use efficient numerical algorithms and approximations to implement the diverse physical processes required, like radiative transfer, whose detailed treatment would be very CPU time consuming [Holton, 1992; Hourdin et al., 1996].

[3] Some GCMs have been developed in the last decades for the study of the Martian atmosphere, like the NASA/AMES “MGCM” [Pollack et al., 1990; Haberle et al., 1993, 1999], the thermospheric “MTGCM” originally developed at the National Center for Atmospheric Research [Bougher et al., 1990, 1999, 2000], the GFDL Mars-GCM [Wilson and Hamilton, 1996] and that developed by a British and French consortium “LMD/AOPP MGCM” [Hourdin et al., 1993; Forget et al., 1999]). However, with the exception of the MTGCM, all these efforts have been confined to study diverse problems in the lowest layers of the Martian atmosphere due to the scarcity of data in the Martian mesosphere and thermosphere. For example, the NASA/AMES “MGCM” has been used to forecast the meteorological environment of the Mars Pathfinder landing site [Haberle et al., 1997], to study the CO2 seasonal cycle [Smith et al., 1999], or to study the temperature profiles measured by the Mars Global Surveyor (MGS) [Joshi et al., 2000]. The GFDL Mars-GCM has been employed to study aspects like thermal tides [Hinson
of the UV heating, which is the main energy input of the upper Martian atmosphere were included. In particular, new parameterizations of the physical processes relevant to the upper Martian atmosphere and has been used in a number of comparative studies of the terrestrial planet thermospheres [Forget et al., 1991; Bougher et al., 1999, 2000], or in analyzing the electron density profiles measured by MGS [Bougher et al., 2001], to mention a few applications. Recently, this model has been used in conjunction with the NASA/AMES MGCM [Bougher et al., 2004]. The models are coupled at the 1.32 µbar level, with the key fields being passed upward from the NASA/AMES MGCM to the MTGCM. This coupling has proven effective for capturing migrating and nonmigrating tides [Bougher et al., 2004]. However, no downward coupling from the MTGCM to the NASA/AMES MGCM is used at the moment.

[4] In order to be useful in the design of aerobraking maneuvers at thermospheric altitudes and to interpret new observations (e.g., from SPICAM on Mars Express), the upper limit of the LMD-GCM has been recently raised, thus becoming the first GCM covering the whole Martian atmosphere [Angelats i Coll et al., 2005]. For this purpose, new parameterizations of the physical processes relevant to the upper Martian atmosphere were included. In particular, the UV heating, which is the main energy input of the Martian upper atmosphere above about 120 km [Fox and Dalgarno, 1979; Bougher et al., 1999], and the appropriate photochemistry. This was the main motivation of the fast scheme that we present and propose here for its implementation in other laboratories [Crowley et al., 2003; Ridley et al., 2004; Mouden and McConnell, 2005].

[5] Both UV and photochemical modules of our fast scheme use as a reference more detailed methods included in the one-dimensional (1-D) nonstationary model of the Martian upper atmosphere currently under development at the Instituto de Astrofísica de Andalucía, based on a previous 1-D convective and radiative-equilibrium time-marching model, with detailed treatment of non-local thermodynamic equilibrium [López-Valverde et al., 1998, 2000]. Improvements now incorporated into the 1-D model include a UV heating model, a chemical code of the neutral atmosphere, and a number of transport schemes. We will present here how these more detailed models have been simplified, including approximations and parameterizations, in order to reduce their CPU time consumption and to make them suitable to be implemented in a Martian GCM.

[6] In this paper, the UV heating “detailed” model is first briefly described in section 2, as it will be useful in section 3 to present the fast scheme proposed here. Description of the photochemical scheme is included in section 4. Guidelines to implement the fast schemes into a generic Martian GCM are given in section 5. Details of their implementation and behavior into the LMD GCM including some results like the effect of the photochemistry and of the solar cycle on the thermospheric temperatures are shown in section 6.

2. Reference UV Heating Calculations

[7] The reference calculations of UV heating in the upper atmosphere of Mars have been performed with a 1-D model, which solves the usual monochromatic radiative transfer equation for the absorption of solar flux in an atmosphere [Houghton, 1977]. It uses a detailed raytracing approach to obtain the optical depth \( \tau \) for solar zenith angles larger than 85 degrees and the Chapman function for lower angles. Once \( \tau \) is evaluated and given the solar flux at the top of the atmosphere, the monochromatic photoabsorption coefficient, \( f_{\nu} \), for each constituent, \( i \), is calculated from the top of the atmosphere downward following a usual onion-peeling method (see, for example, Brasseur and Solomon [1986]). This coefficient is a key magnitude in the study of photochemical processes. Finally, the UV atmospheric heating rate \( Q_{\text{UV}} \) is calculated at each altitude, \( z \), by a spectral integration:

\[
Q_{\text{UV}}(z) = \eta(z) \frac{hc}{\lambda} \int_{\lambda_{\text{min}}}^{\lambda_{\text{max}}} f_{\lambda}(z) n_{\lambda}(z) d\lambda, \tag{1}
\]

where \( n_{\lambda}(z) \) is the number density of this compound and \( \eta \) is the UV + EUV heating efficiency, i.e., the fraction of the initial absorption that is finally thermalized. Its detailed evaluation requires a complex analysis of radiation-matter interactions not free from a number of important uncertainties [Fox and Dalgarno, 1979, 1981]. In this work we use the standard value \( \eta = 0.22 \), constant with altitude, following the detailed model by Fox [1988].

[8] The previous equation is solved after discretization to a fine grid in altitude from the surface up to 250 km and with sufficiently high spectral resolution. We compute the absorption by CO\(_2\), O\(_2\), O, H\(_2\), H\(_2\)O, H\(_2\)O\(_2\), and O in the 0.1–800.0 nm spectral range.

[9] Input data needed by the model include the cross sections for absorption of the different species and the solar flux at top of the atmosphere (TOA) and also some initial states given by diverse atmospheric profiles of temperature, pressure, and abundances of those compounds.

2.1. Input Data


[11] Let us recall that the temperature dependence of the CO\(_2\) cross section between 118.7 and 210.0 nm is important for the solar absorption in the middle and lower Martian atmosphere [Anbar et al., 1993], affecting not only the photodissociation rate of CO\(_2\) but also the dissociation of H\(_2\)O and O\(_2\), lessening the problem of the stability of CO\(_2\) [Nair et al., 1994]. We used the dependence given by Anbar et al. [1993] and the data from Yoshino et al. [1996]: a linear
variation of the monochromatic cross section between 195 K and 295 K. Below 195K and above 295K no temperature dependence is considered, as in the nominal model of Nair et al. [1994]. This last assumption may affect the photoabsorption rates in the lower atmosphere, as discussed by Nair et al. [1994] (see, for example, their Figure 16). The cross section for Rayleigh scattering for CO₂ is also included, following Atreya and Gu [1994].

[12] The solar flux at TOA was taken from the “SOLAR2000” database [Tobiska et al., 2000] for solar maximum ($F_{10.7} = 224.1$), medium ($F_{10.7} = 118.3$), and minimum conditions ($F_{10.7} = 73.8$), and scaled to the appropriate Sun-Mars distance. The original, high resolution data for the solar flux and cross sections have been averaged to a 1 nm spectral regular grid for the calculations in this work; a sample of calculations performed for higher spectral resolution did not show differences.

[13] Calculations for this work were performed for a temperature/density reference atmosphere appropriate for medium solar activity conditions, shown in Figure 1. This and the gases abundances profiles were taken from Nair et al. [1994], and the surface pressure was set to 6.4 mbar. This 1-D model can handle any altitude grid; for this work, a 1-km regular grid was used.

2.2. Selected Results

[14] Typical results of atmospheric heating rates due to the different constituents are shown in Figure 2. The largest contribution obviously comes from the major constituent of the Mars atmosphere, CO₂, which is responsible for a maximum heating rate of about 500 K/day around 150 km altitude, for moderate conditions of solar activity. Even in the upper layers of the atmosphere, where O is as abundant as CO₂, the latter is the dominant heater, showing that CO₂ is more efficient heating the atmosphere than O, because it absorbs radiation in a wider spectral range.

[15] Comparisons with nominal results from other models of UV solar heating of the Martian upper atmosphere were performed within an intercomparison campaign carried out recently [López-Valverde et al., 2003]. While an excellent agreement was obtained with the photoabsorption coefficients for CO₂ and O₂ of the UV absorption model by the Service d’Aéronomie [Lefevre et al., 2004], significant differences with the O₂ photoabsorption coefficients of the MTGCM [Bougher et al., 1999] were obtained. These are probably due to the use of different absorption cross sections in the Lyman-α region and at wavelengths higher than 190 nm.

3. UV Heating Fast Scheme

[16] An approximation to the atmospheric optical path is at the core of our scheme. The optical depth depends both on the abundances of the different compounds and on their cross sections. If the monochromatic cross sections of each species $i$ are not dependent on temperature or pressure, which is an approximation appropriate for the upper atmosphere, then the optical depth $\tau_{\lambda}$ can be expressed

$$\tau_{\lambda}(z) = \frac{1}{\mu} \sum_{i=1}^{N_{\text{gases}}} \sigma_{i,\lambda} \int_{z}^{z_{\text{TOA}}} n_i(z')dz'$$

and the only variation with altitude is due to the column amounts of the different absorbers. This idea, used previously in UV heating calculations for the terrestrial atmosphere (see, for example, Zhao and Turco [1997], and
references therein] and Chipperfield [1999], is novel in calculations for the Martian upper atmosphere. We considered the constituents CO2, O2, O, H2, H2O, H2O2, and O3. As it is customary, we divided the spectral range in subintervals or windows of varying widths. Our criteria was not only to minimize the spectral variation of the nominal solar flux and the absorption cross sections (or at least to obtain a linear variation within each subinterval) but also to have similar variations of the solar flux during the solar cycle at all frequencies within each subinterval. This procedure resulted in a total of 36 windows with a typical width of about 20 nm, which are listed in Table 1. The species with significant absorption in each subinterval are also listed. In each subinterval, and for our reference atmosphere, we computed the integrated photoabsorption coefficient for each absorber with the detailed 1-D model and tabulated it as a function of the total column amount of all the constituents with absorption in that interval. Then, in order to obtain the photoabsorption coefficients for a given subinterval and for a particular atmospheric profile, one only has to interpolate to the actual total column amount appropriate for this subinterval of the new atmosphere. This magnitude either is readily available or should be easily obtained at each altitude in any GCM model.

3.1. Temperature Dependence

We wanted to incorporate a suitable correction term in some subintervals of this scheme in order to handle the temperature dependence of the CO2 cross section. Let us suppose that the temperature variation of the cross section of CO2, for which let us use index \( i = 1 \) in equation (2), is given, between 195 K and 295 K by a linear relation of the form:

\[
\sigma_{1,\lambda}(T) = \sigma_{1,\lambda}(T_0)(1 + \alpha_{1,\lambda}(T - T_0))
\]

Below 195 K and above 295 K no temperature dependence is considered. Following Anbar et al. [1993] and using \( T_0 = 195 \) K, we can express, without further approximations,

\[
\sigma_{1,\lambda}(T) = \sigma_{1,\lambda}(T_0) + \frac{\sigma_{1,\lambda}(295) - \sigma_{1,\lambda}(T_0)}{295 - T_0}(T - T_0)
\]

from where we obtain

\[
\alpha_{1,\lambda} = \frac{\sigma_{1,\lambda}(295) - \sigma_{1,\lambda}(T_0)}{295 - T_0}.
\]

Therefore it is possible to know the proportionality factor \( \alpha_{1,\lambda} \) as a function of the cross section at two temperatures, \( \sigma_{1,\lambda}(295) \) and \( \sigma_{1,\lambda}(195) \).

The effect of the temperature variation of CO2 cross section over the optical depth (by all the atmospheric constituents) is

\[
\tau_{1,\lambda}(T) = \tau_{1,\lambda}(T_0) + \sigma_{1,\lambda}(T_0)\alpha_{1,\lambda} \int_{z}^{z_{TOA}} \Delta Tn_1(z)dz.
\]

Thus a correction term to the optical depth appears that will affect the absorption of any other constituent, not only CO2. The photoabsorption coefficient of CO2 can now be computed straightforwardly by

\[
j_{1,\lambda}(T(z)) = j_{1,\lambda}(T_0) \exp \left( -\sigma_{1,\lambda}(T_0)\alpha_{1,\lambda} \int_{z}^{z_{TOA}} \Delta Tn_1(z)dz \right) \cdot (1 + \alpha_{1,\lambda}\Delta T).
\]
As we see, we have two correction terms, one due directly to the variation of the cross section of CO₂ (1 + \( \alpha_{1,1,\lambda} \Delta T \)) and another one due to the variation of the transmittance of the atmosphere (\( \exp(-\sigma_{1,1,\lambda} T(0) T_a(z_{\text{TOA}})\int_{z_{\min}}^{z_{\max}} \Delta T(z) dz) \)).

For the rest of the constituents, there is only one correction term for the atmospheric transmittance, as mentioned above:

\[
J_{i\lambda}(T(z)) = J_{i\lambda}(T_0) \cdot \exp\left(-\sigma_{1,1,\lambda} T(0) T_a(z_{\text{TOA}})\int_{z_{\min}}^{z_{\max}} \Delta T(z) dz\right) \quad (i \neq 1)
\]

Given the proportionality factors \( \alpha_{1,1,\lambda} \) for each sub-interval and the temperature \( T_0 \) of the atmosphere employed to build the tabulation, these correction terms can be easily computed in a GCM once the column amounts are already known, which we assumed before.

### 3.2. Solar Flux Variability

It is desirable for long-term runs of a GCM to implement the solar cycle variation into the present scheme. We show here how our scheme allows to take into account such variation, or any other known/predicted solar flux variability.

A common way of modeling the solar variability is by using the \( F_{10.7} \) index as a proxy model [Lean, 1987]. Although this is a reliable indicator of the general level of solar activity, its correlation with the solar UV flux in narrow wavelength regions is less reliable [Donnelly et al., 1986]. This is because the 10.7 cm flux originates predominantly only from the upper chromosphere and lower corona, while the UV emissions originate from a wider range of heights in the solar atmosphere extending from the lower chromosphere to the corona. Since these areas can be very affected by different physical processes, it is not surprising that the UV flux does not correlate well with the 10.7 cm flux [Heroux and Hinteregger, 1985].

[25] Taking this evidence into account, we decided to follow a different strategy, based on the work by Dyominov and Zadorozhny [2001] and on the observation of the complete solar cycle 22nd and the incomplete 23rd (1985–2001).

[26] We took the solar flux time curve in each one of the 36 wavelength intervals and fitted a sinusoidal function with four free parameters, of the form:

\[
F(x) = (c_1 + p_1 \cdot x) \cdot \sin\left(\frac{2 \cdot \pi}{11} (x - 1985 - \pi)\right) + (c_2 + p_2 \cdot x),
\]

where \( x \) is the date of interest in years, \( F(x) \) the desired solar flux for that date, and \( F_0 \) is the solar flux at that wavelength.
that was used in the computation of the tabulated photoabsorption rates. The parameters $c_1$, $c_2$, $p_1$, and $p_2$ are adjusted for each spectral interval and supplied to the program in tabulated form. They are included in Table 1. Future solar cycle data can be accommodated by changes in these four parameters only.

Let us recall that this correction to the solar flux can be directly applied to the photoabsorption coefficients as they are directly proportional.

3.3. Comparison With Reference Model

Results and CPU time consumption obtained using this UV tabulation have been compared with the detailed 1-D model described above. Figure 3 shows the photoabsorption coefficients for the seven absorbers mentioned above. The values given by the detailed and by the fast calculations are very similar in the upper atmosphere, the differences being lower than 10% in all cases, except for H$_2$. The biggest differences occur at those altitudes where there is a strong vertical gradient of the photoabsorption coefficient, since a slight difference can then lead to big fractional discrepancies. This is the case for H$_2$ between 100 and 150 km and for O($^3P$) around 120 km. Anyway, the impact of these two species on the total heating is small (see Figure 2). Excluding those altitudes, the comparison shows differences generally lower than 5%.

The total heating rate obtained by the detailed model with different spectral resolutions (0.1, 1.0, and 10.0 nm) and by the fast scheme are compared in Figure 4. It can be seen that the precision achieved with this fast scheme is similar to that of the detailed model with a spectral resolution of 1 nm and even better below about 100 km. The CPU time consumed, however, is about 20 times lower. This saving is basically given by the number of intervals summed to perform the spectral integration and therefore not dependent on atmospheric conditions.

We have also compared the heating rates obtained by the detailed model and by the fast scheme at different solar conditions (Figure 5). The variation of the total heating rate obtained between solar minimum and solar maximum is about 500 K/day at the altitude where the maximum heating occurs, and the fast scheme reproduces this solar cycle variation with high precision, with differences with the detailed model smaller than about 5%.

4. Photochemical Model

Different models of the photochemistry of the Martian atmosphere have been developed in the last decades (see, for example, Rodrigo et al. [1990], Moureau et al. [1991], Nair et al. [1994], Atreya and Gu [1994], Lefevre et al. [2004]). Most of these models used the chemistry needed to take into account a diversity of tropospheric processes like the water vapor cycle or the ozone variability. In the upper atmosphere, however, the neutral chemistry can be usually simpler, with a reduced number of chemical reactions. In order to simplify those lower atmosphere models, we followed two main criteria. The first one was to account properly for the stability of the bulk Martian atmosphere, and therefore, to incorporate the most important catalytic cycles of recovery of CO$_2$. The second one was to build a self-consistent scheme for all the species involved, so that a steady state between productions and losses may be achieved. Our final scheme is detailed in Table 2 and includes the 12 major constituents of the C, O, and H families in the upper atmosphere (CO$_2$, O$_2$, O($^3P$), CO, H,

Figure 3. (left) Comparison between detailed model (solid lines) and fast scheme (dashed lines) for photoabsorption rates of (top) CO$_2$, O$_2$, and O($^3P$) and (bottom) H$_2$, H$_2$O, H$_2$O$_2$, and O$_3$. (right) Ratio fast to detailed results. See text for more details.
OH, HO2, H2, H2O, H2O2, O3, and O(^1D)), and 27 reactions between them, including photodissociations. No heterogeneous chemistry is considered.

Although all the abundances needed are computed internally, any of them may be fixed externally or taken from other sources or models. This supplies flexibility and the possibility to couple it to more sophisticated chemical schemes at lower layers.

Photodissociation rates needed for production and loss terms are computed and supplied by the UV solar

Figure 4. (left) Total heating rate, in K/day, obtained by the detailed model with three different spectral resolutions and by the fast scheme. (right) Differences with respect to the detailed model at the highest resolution (0.1 nm).

Figure 5. Total heating rate, in K/day, obtained by the detailed model (solid lines) and by the fast scheme (dashed lines) for minimum, medium, and maximum solar activity conditions, as indicated.
absorption model described in previous sections. The absorption of solar radiation at the wavelengths considered can lead to two different effects: dissociation or ionization. While both channels contribute to the heating rate, only the dissociation is considered for the photochemistry. The dissociation-to-ionization branching ratios from Torr et al. [1979] were used for CO₂ and O₂. For the other constituents the absorption cross sections used here are always well above (H₂O, H₂O₂, and O₃) or well below (O(1P) and H₂) the ionization threshold.

[34] For the simulations presented here, the initial abundances are taken from Nair et al. [1994], although any arbitrary initial conditions can be used by the model. The reaction rates were taken from previous 1-D composition models [Rodrigo et al., 1990; Nair et al., 1994], with an update to the latest values available in the Jet Propulsion Laboratory (JPL) database [Sander et al., 2003]. We maintained some modifications to these values within their error range, as proposed by Nair et al. [1994] in order to get a better agreement with observational results.

[35] Figure 6 shows the lifetime, i.e., the inverse of their specific losses, computed for all the constituents in the present photochemical model, for zenith conditions of solar illumination. As expected, most lifetimes increase with altitude as the pressure decreases. For those species whose dominant chemical loss is photolysis (like H₂O₂ and O₃), their lifetimes follow their photoabsorption profile, which may be constant in an ample range of altitudes.

[36] A common problem in photochemistry is that some of the compounds present very short lifetimes. It would be necessary to use very small time steps to solve their continuity equations, making the resolution very CPU time consuming. To avoid this problem, most of the photochemical models developed previously used the approximation of photochemical equilibrium (see, for example, Rodrigo et al. [1990]) for the time evolution of the shortest lived compounds. We also adopted this strategy in our model. For this purpose, and observing a clear gap (of almost 2 orders of magnitude) from the lifetimes of O(1D), OH, and HO₂ to those of the rest of species at most altitudes, we decided to

---

**Table 2. Photochemical Reactions Included in the Model**

<table>
<thead>
<tr>
<th>No.</th>
<th>Reaction</th>
<th>Rate</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1a</td>
<td>CO₂ + hν → CO + O</td>
<td>computed</td>
<td></td>
</tr>
<tr>
<td>R1b</td>
<td>CO₂ + hν → CO + O(1D)</td>
<td>computed</td>
<td></td>
</tr>
<tr>
<td>R2</td>
<td>H + O₂ → H₂O + CO₂ 1.425 · 10⁻³¹ · (λ/300)⁻¹.6</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>R3</td>
<td>O + H₂O → OH + O₂ 3.0 · 10⁻¹¹ · e⁻³⁰⁰T</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>R4</td>
<td>CO + OH → CO₂ + H</td>
<td>3.2 · 10⁻¹¹ · e⁻¹⁰⁰T</td>
<td>2</td>
</tr>
<tr>
<td>R5</td>
<td>2H₂O₂ → H₂O + O₂ + H₂</td>
<td>2.3 · 10⁻¹⁰ · e⁻⁶⁰⁰T</td>
<td>1</td>
</tr>
<tr>
<td>R6</td>
<td>H₂O₂ + hν → 2OH</td>
<td>computed</td>
<td></td>
</tr>
<tr>
<td>R7</td>
<td>OH + H₂O → H₂O₂ + O</td>
<td>4.8 · 10⁻¹¹ · e⁻²⁵⁰T</td>
<td>1</td>
</tr>
<tr>
<td>R8</td>
<td>H₂O + Hν → H + OH</td>
<td>computed</td>
<td></td>
</tr>
<tr>
<td>R9</td>
<td>O(1D) + H₂O → 2OH</td>
<td>2.2 · 10⁻¹⁰</td>
<td>1</td>
</tr>
<tr>
<td>R10</td>
<td>O + O + CO₂ → O₂ + CO₂</td>
<td>1.1 · 10⁻²⁷ · T⁻²</td>
<td>2</td>
</tr>
<tr>
<td>R11</td>
<td>O + OH → O₂ + H</td>
<td>2.2 · 10⁻¹¹ · e⁻¹²⁰T</td>
<td>1</td>
</tr>
<tr>
<td>R12a</td>
<td>O₂ + hν → 2O</td>
<td>computed</td>
<td></td>
</tr>
<tr>
<td>R12b</td>
<td>O₂ + hν → O + O(1D)</td>
<td>computed</td>
<td></td>
</tr>
<tr>
<td>R13</td>
<td>H + HO₂ → H₂ + O₂</td>
<td>6.5 · 10⁻¹²</td>
<td>2</td>
</tr>
<tr>
<td>R14</td>
<td>O(1D) + H₂ → H + O₂</td>
<td>1.1 · 10⁻¹⁰</td>
<td>1</td>
</tr>
<tr>
<td>R15</td>
<td>OH + H₂ → H + H₂O</td>
<td>5.5 · 10⁻¹² · e⁻²⁰⁰₀T</td>
<td>1</td>
</tr>
<tr>
<td>R18</td>
<td>OH + H₂O → HO₂ + H₂O</td>
<td>2.9 · 10⁻¹³ · e⁻¹⁶₀T</td>
<td>1</td>
</tr>
<tr>
<td>R19</td>
<td>O(1D) + CO₂ → O + CO₂</td>
<td>7.4 · 10⁻¹¹ · e⁻¹⁴₀T</td>
<td>1</td>
</tr>
<tr>
<td>R20</td>
<td>O(1D) + O₂ → O + O₂</td>
<td>3.2 · 10⁻¹¹ · e⁻¹⁰₀T</td>
<td>1</td>
</tr>
<tr>
<td>R21</td>
<td>O + O₂ + CO₂ → O₁O₂ + CO₂</td>
<td>1.5 · 10⁻¹³ · e⁻³₀₀₀T</td>
<td>2.4</td>
</tr>
<tr>
<td>R22</td>
<td>O₃ + H → OH + O₂</td>
<td>1.4 · 10⁻¹⁰ · e⁻⁴⁰₀T</td>
<td>1</td>
</tr>
<tr>
<td>R23</td>
<td>O₃ + H₂ → HO₂ + O₂</td>
<td>1.7 · 10⁻¹² · e⁻⁹⁰₀T</td>
<td>1</td>
</tr>
<tr>
<td>R24</td>
<td>O₂ + HO₂ → OH + 2O₂</td>
<td>1.0 · 10⁻¹⁴ · e⁻⁴⁹₀T</td>
<td>1</td>
</tr>
<tr>
<td>R25a</td>
<td>O₁ + hν → O₁ + O</td>
<td>computed</td>
<td></td>
</tr>
<tr>
<td>R25b</td>
<td>O₂ + hν → O₂ + O(1D)</td>
<td>computed</td>
<td></td>
</tr>
<tr>
<td>R27</td>
<td>H₂ + hν → 2H</td>
<td>computed</td>
<td></td>
</tr>
</tbody>
</table>

*References: 1, Sander et al. [2003]; 2, Nair et al. [1994].

---

**Figure 6.** Photochemical lifetimes of several constituents in the upper Martian atmosphere. Zenith conditions. Solar medium activity.
assume photochemical equilibrium for these three species. The model’s internal time step is chosen as a fraction of the shortest lifetime of the remaining species at each altitude, and a time-marching routine is followed to solve their continuity equations. The model’s time step is much longer than the lifetimes of the three constituents in photochemical equilibrium, hence the condition for such an approximation is fulfilled.

The internal time step is about $10^7$ times larger than a calculation without this photochemical approximation at tropospheric and mesospheric altitudes, as it is essentially limited by ozone (see Figure 6). As a consequence, a similar reduction in the CPU time consumption is achieved. In the thermosphere the acceleration varies from $10^3$ around 110 km to none around 200 km. These precise values will obviously vary for different background atmospheres. As it is given by the $O_3$ lifetime, that follows its photoabsorption coefficient profile, it can also be different for different solar conditions. However, the order of magnitude of the CPU time saving will be similar in all cases.

The impact of this approximation on the model’s results is shown in Figure 7, which compares the evolution of the concentrations of various species, at 100 and 150 km, with and without the assumption of photochemical equilibrium in the three fastest species mentioned above. It can be seen that this photochemical equilibrium assumption is a good approximation for the upper atmosphere of Mars, reproducing the nominal behavior very well with an important reduction in computation time, and not only for the compounds that present daily cycles, including those in photochemical equilibrium, but also for those with longer lifetimes.

5. Summary of the Fast Scheme and Implementation Guidelines

The fast scheme proposed, consisting of two related modules, one for UV absorption and another for photochemistry, can be straightforwardly implemented in any GCM. All of the input variables needed by the subroutines are standard geophysical parameters in GCMs and are computed and available internally: concentration profiles of all the constituents, the temperature/pressure profile and the solar zenith angle or local time, in addition to the solar longitude, geographical latitude, etc. This information is passed to the fast scheme’s subroutines at each point of the 3-D grid of the GCM. Then the scheme will perform the following steps. First, the column amounts in equation (2) are computed at the specified grid point and are used to interpolate in the look-up tables in order to obtain the partial photoabsorption coefficient of each compound for each of the 36 spectral subintervals. Second, the corrections in equations (3) and (4) for the temperature dependence of the $CO_2$ cross section and for the variation of the solar flux with the solar cycle (equation (5)) are applied in each subinterval to obtain the corrected partial photoabsorption coefficients, which are then summed to obtain the integrated photoabsorption coefficient for each constituent. Third, these coefficients are used for calculating the UV heating rate at the given grid point following equation (1) and sent back to the GCM. Now a second call at each grid point to the photochemical module follows. This procedure calculates all the chemical reaction rates in Table 2 using the actual temperature profile and uses the previous photoabsorption coefficients to compute also the photolysis rates. Then, it computes the changes in concentration of each constituent at the given point following a time marching method, except for $O(1D)$, OH, and HO$_2$ which are solved with the approximation of photochemical equilibrium. Finally, these changes in concentration are passed back to the GCM. This approach allows for flexibility in calling the UV heating module and the photochemical module at different and variable time steps, depending on geophysical conditions and precision requirements. Notice that this scheme is local in nature, i.e., it operates at each altitude regardless of what the GCM does in the rest of the atmosphere. Therefore it can be used in conjunction with other chemical or transport schemes.

6. Application to the LMD-GCM

The fast scheme described above for UV heating and for the photochemistry is already implemented and operative in the GCM developed at LMD and recently extended to the thermosphere [Angelats i Coll et al., 2005]. Its implementation followed the guidelines given in the previous section, and it is used for the Martian mesosphere and thermosphere while another chemical scheme, extended to
more species and including some more reactions, can also be employed at lower layers [Lefevre et al., 2004].

[41] In order to study the impact and behavior of the fast scheme within the LMD-GCM, a large number of simulations were performed. They belong to an extensive validation effort which is still ongoing, and only a selection of results are shown here. Although these selected results can be considered as preliminary at its smallest scales and features, in our opinion the overall behavior is consolidated, based on the reproduction of expected trends and in view of the similarity with previous models, as we will mention below. They also illustrate the potential of an upward extension of a Martian GCM like this. The GCM was run for 18 “Martian months”, starting from $L_s = 0$. We analyze here results after one Martian year of simulation time, that is, for the 13th Martian month, for which $L_s$ varies between 0 and 30, the results corresponding to averages during that period.

[42] Figures 8 and 9 show the relative importance of the diverse radiative heating terms obtained in the upper atmosphere with this LMD-GCM. Figure 8 shows that, below 0.001 Pa, the UV heating is negligible and the IR radiative balance (including near-IR solar heating and CO$_2$ 15-$\mu$m cooling, using a rate coefficient for thermal collisions between CO$_2$ and O of $3^{-12}$ cm$^3$s$^{-1}$ following [López-Puertas et al., 1992] and in line with the values used in the three terrestrial thermospheres [Bougher and Roble, 1991; Fox, 1988]) is the dominant radiative forcing. At higher layers the IR balance is controlled by the 15-$\mu$m cooling and the UV heating begins to be dominant. The energy balance at noon can be better appreciated in Figure 9, which shows how the UV heating is compensated below $10^{-4}$ Pa by both

Figure 8. (top) UV heating and (bottom) IR balance in the equator; $L_s = 0–30$; solar medium conditions; UT = 1200; the two vertical lines are the morning and evening terminators.
IR cooling and thermal conduction, and by mainly thermal conduction above. The longitudinal structure of the UV heating, which shows two areas of maximum heating, one focused at longitude 60W and the other one at the evening terminator, is related to the structure obtained in the O/CO₂ ratio, which is presented in Figure 10. This is due to the higher efficiency of CO₂ compared to atomic oxygen in absorbing UV radiation and thus in heating the atmosphere. This effect shows the importance of the photochemistry for the thermal structure of the upper atmosphere, as will be shown below.

[43] The thermal structure obtained is in qualitative agreement with that obtained by Bougher et al. [1999] with the MTGCM. However, our peak UV heating is lower than...
the MTGCM (900 K versus 1300 K). This can be due to several factors: while our model is consistently coupled with the lower layers, Bougher and coworkers prescribed tidal parameters given by the NASA-Ames MGCM in the MTGCM lower boundary, probably affecting in different ways the thermospheric temperature. A new scheme for coupling of the MTGCM to lower altitudes has been used \cite{Bougher et al., 2004}, but no useful data for this comparison is yet published. Additionally, our photochemical scheme is different to that used in the MTGCM. As will be shown below, this can have an important effect over the UV heating. However, a detailed comparison between both models would eventually be useful to understand better these differences.

\cite{44} We can see in Figure 11 the latitude-pressure map of zonal mean daytime UV heating for UT = 1200. The maximum UV heating, in K/day, is produced in a narrow layer at a pressure level of about $10^{-5}$ Pa, as a consequence of the competition between the downward decreasing heating (in volumic units) and the upward decreasing density. This maximum value is of about 900 K. Simulations (not shown here) show that the altitude of the peak heating does not change significantly with solar cycle. Figure 12 shows the profile of zonal mean daytime temperature for the same conditions. As expected, the temperature is constant with altitude in the uppermost layers. The altitude at which UV heating begins to dominate the heating balance (about $10^{-3}$ Pa in Figures 8 and 9) can be identified in the temperature plot as the altitude at which a steep increase in temperature occurs. The zonal mean daytime temperature in the northern polar region is higher than in the southern polar region because the average used to plot the results, as indicated above, is displaced to the Northern summer (centered in Ls = 15).

\cite{45} The seasonal standard deviation (SD) of the zonal mean daytime temperatures, shown in Figure 13, shows that the SD is small, usually below about 5% of the mean temperature, except at high latitudes. This is expected since at those latitudes illumination conditions change quickly for small changes in Ls. Except for this case, the day-to-day variation is small, not affecting in an important way the validity of the results shown here.

\cite{46} As stated before, our photochemical model only considers neutral compounds so far, neglecting thus the effects of the ionosphere over the neutral atmosphere. The creation of atomic oxygen by dissociative recombination, $O_2^+ + e \rightarrow O + O$ is one of these effects \cite{Schunk and Nagy, 2000}. So, our model can be underestimating the atomic oxygen concentration. In fact, comparisons of our results with the O mixing ratio deduced by \cite{Hanson et al., 1977} and \cite{Stewart et al., 1992} from measurements from Viking and Mariner 9, respectively, show that our O mixing ratio tends to be underestimated in about 50% at the dayside ionospheric peak. For the purpose of comparisons with previous results, we have approximately estimated this error in the following way. First, we have supposed that all the CO$_2$ produced in the photoionization of CO$_2$ is instantaneously converted to O$_2$ due to the reaction CO$_2$ + O $\rightarrow$ CO + O$_2$ and that all this O$_2$ is rapidly converted to O by dissociative recombination. Following Fox and Dalgarno \cite{1979} almost all this atomic oxygen will be formed in the state O(1D). Within these assumptions, the final result of a CO$_2$ ionization would be CO$_2$ + h$\nu$ $\rightarrow$ CO + O(1D), that is, similar to reaction 1b in Table 2. Calculations with our 1-D model show that the CO$_2$ photoionization rate is between 50% and 75% that of the reaction 1b, so to obtain an upper boundary estimation of the effect of the ionosphere over the atomic oxygen concentration we have simply duplicated the rate of reaction 1b and repeated the simulation for solar medium conditions. Results (not shown here) show that the effect of this modification over the O mixing ratio is small, increasing it by about 10%. This improves the comparison with the experimental results, but a good agreement is not yet achieved. In the future, after incorporating a more
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**Figure 11.** Zonal mean daytime UV heating at UT = 1200; Ls = 0–30; solar medium conditions.
complete ionospheric module, a more detailed comparison, using conditions and dust loading appropriate for Mariner 9 and Viking, will be needed to clarify these differences.

We have also studied the overall effect of the photochemistry on the thermal structure of the upper atmosphere. Such an effect is expected, as photochemistry is clearly linked to the UV heating of the atmosphere. In order to evaluate this interaction, we have run the GCM for the Martian month 13 without photochemistry, that is, starting with the final conditions of the month 12, and ignoring changes in composition from the photodissociations and chemical reactions listed in Table 2 from that moment onward. The difference in the zonal mean daytime temperatures obtained between both runs (temperature without photochemistry “NOPH” minus the nominal temperature including photochemistry “NOM”) can be seen in Figure 14. This difference is very small below the mesopause, about $10^{-4}$ Pa or 110 km, and only begins to be important in the
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**Figure 12.** Zonal mean daytime temperature at UT = 1200; Ls = 0–30; solar medium conditions.
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**Figure 13.** Zonal mean daytime standard deviation of the temperature at UT = 1200; Ls = 0–30; solar medium conditions.
region where the UV heating is the dominant heating source (see Figure 9). The case ‘‘NOPH’’ is warmer, with a maximum difference of about 25 K in the upper thermosphere. To study the origin of this difference in temperature, we have plotted, in Figure 15, the differences in the CO$_2$ mixing ratio obtained between both runs and in Figure 16 the impact on the UV heating. Since one of the most important effects of photochemistry in the upper atmosphere is the photolysis of CO$_2$, it is no surprise that this species is more abundant in the ‘‘NOPH’’ simulation, and since CO$_2$ is more efficient than atomic oxygen in absorbing UV radiation (over a wider wavelength range and with higher cross section), the results in Figures 15 and 16 agree with the expected trend.

Another thermospheric result from this extended GCM is the sensitivity of the temperature at these altitudes to the solar cycle, as information from previous studies is available. Three simulations with solar fluxes appropriate
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**Figure 14.** Difference in zonal mean daytime temperature between the run without photochemistry and the run with photochemistry, UT = 1200; Ls = 0–30; solar medium conditions.
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**Figure 15.** Difference in zonal mean daytime CO$_2$ mixing ratio between the run without photochemistry and the run with photochemistry, UT = 1200; Ls = 0–30; solar medium conditions.
for solar minimum, medium and maximum conditions were performed. The maximum daytime and minimum nighttime temperatures obtained for the three conditions are shown in Figure 17. This figure is directly comparable to Figure 4a of Bougher et al. [1999], from where their global average temperatures can be estimated as $247 \text{ K}$ for solar maximum, $217 \text{ K}$ for solar average and $184 \text{ K}$ for solar minimum. Estimating in the same way our global mean temperatures, the values obtained are about $279 \text{ K}$, $227 \text{ K}$, and $166 \text{ K}$, respectively, showing a larger variability. Maximum daytime temperatures agree quite well, although for solar maximum conditions our temperature is higher. Our minimum nighttime temperatures show a higher variability than those of Bougher et al. [1999], our temperatures being higher for solar maximum conditions and lower for solar minimum. As explained by Bougher et al. [2000] the scarcity of data from spacecrafts, specially for solar maximum conditions and for nighttime temperatures makes difficult to constrain this solar cycle evolution. A detailed intercomparison of GCMs at thermospheric altitudes would also be very useful.

7. Conclusions and Future Work

[49] Fast schemes for the calculation of UV heating and photochemistry suitable to be implemented in a generic GCM of the Martian atmosphere have been presented. They have been developed using as a reference more detailed routines included in a 1-D model of the Martian upper atmosphere, after introducing parameterizations and approximations to make them suitable to be included in a GCM without consuming much CPU time.

[50] The fast scheme for the UV heating proposed uses a tabulation of the photoabsorption coefficients obtained by the UV detailed model and is based on the small dependence of the cross sections with temperature and pressure in selected spectral subintervals. Corrections in order to include the variation of the solar flux during the 11-year solar cycle and the temperature dependence of the CO$_2$ cross section have also been included. The photoabsorption coefficients and the heating rates obtained are satisfactorily compared to those given by the detailed model, and the CPU consumption is around 200 times smaller than for the detailed model using 0.1 nm resolution.

[51] The photochemical model allows the study of the variations of the most important compounds of the C, O, and H families in the upper atmosphere, by using the 12...
constituents (CO₂, O₂, O(3P), CO, H, OH, HO₂, H₂, H₂O, H₂O₂, O₃, and O(1D)) and the 27 reactions between them listed in Table 2. We propose, as most previous models do, the use of the approximation of photochemical equilibrium in three species: O(1D), OH, and HO₂ and it is shown that this leads to accurate results and at the same time important CPU time savings. This CPU acceleration is higher in the lower and middle atmosphere, where the lifetimes of the three fastest species are smallest.

Future improvements are foreseen for both the 1-D detailed models used as a reference and in the fast schemes, as for example in the extension to new UV absorbers, the update of cross sections or the addition of chemical reaction rates of secondary importance. In principle, any improvement introduced into the detailed model is susceptible to be included in the fast methods following the strategies explained in section 5.

These fast schemes have been already implemented in the GCM developed at the LMD, which has become the first single GCM to cover the Martian atmosphere from the ground to the exosphere. This opens perspectives to study new aspects of the atmosphere, like the coupling between different processes that act at different altitudes. Moreover, this extension will allow to create a new version of the European Mars Climate Database, including the thermosphere, that will be useful for the design of future aerobraking maneuvers.

In this work we have used this extended LMD-GCM to illustrate some problems of the Martian upper atmosphere. We have studied the thermal balance of the upper atmosphere, obtaining a qualitative agreement with results of Bouguer et al. [1999]. Explanations for the quantitative differences have been proposed, although a detailed comparison between both models would be needed to fully understand them. The effect of the photochemistry on the thermospheric temperatures has also been considered, and we have shown that its inclusion affects them due to changes (increases) in the O/CO₂ ratio; as CO₂ heats the atmosphere more effectively than atomic oxygen, higher O/CO₂ ratios mean lower temperatures in the thermosphere. This result quantifies the sensitivity of the upper atmosphere to composition changes at those altitudes and indicates the need of appropriate photochemical schemes. The variation of thermospheric temperatures during the solar cycle has also been studied. The agreement is good, but our model shows a higher variability. Future detailed intercomparisons between thermospheric GCMs will be very useful to clarify this effect.

Once more we recall that more validation work of the present GCM is ongoing, including further comparisons with other models and with results from different missions, as well as sensitivity tests that will hopefully reveal and quantify the further interactions between different processes over the thermosphere.
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