Remote sensing of surface pressure on Mars with the Mars Express/OMEGA spectrometer:

1. Retrieval method
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Observing and analyzing the variations of pressure on the surface of a planet is essential to understand the dynamics of its atmosphere. On Mars the absorption by atmospheric CO$_2$ of the solar light reflected on the surface allows us to measure the surface pressure by remote sensing. We use the imaging spectrometer OMEGA aboard Mars Express, which provides an excellent signal to noise ratio and the ability to produce maps of surface pressure with a resolution ranging from 400 m to a few kilometers. Surface pressure is measured by fitting spectra of the CO$_2$ absorption band centered at 2 µm. To process the hundreds of thousands of pixels present in each OMEGA image, we have developed a fast and accurate algorithm based on a line-by-line radiative transfer model which includes scattering and absorption by dust aerosols. In each pixel the temperature profile, the dust opacity, and the surface spectrum are carefully determined from the OMEGA data set or from other sources to maximize the accuracy of the retrieval. We estimate the 1-σ relative error to be around 7 Pa in bright regions and about 10 Pa in darker regions, with a possible systematic bias on the absolute pressure lower than 30 Pa (4%). The method is first tested by comparing an OMEGA pressure retrieval obtained over the Viking Lander 1 (VL1) landing site with in situ measurements recorded 30 years ago by the VL1 barometer. The retrievals are further validated using a surface pressure predictor which combines the VL1 pressure records with the MOLA topography and meteorological pressure gradients simulated with a General Circulation Model. A good agreement is obtained. In particular, OMEGA is able to monitor the seasonal variations of the surface pressure in Isidis Planitia. Such a tool can be applied to detect meteorological phenomena, as described by Spiga et al. (2007).


1. Introduction

In meteorology, surface pressure measurements are crucial to characterize the dynamics of the atmosphere. Such measurements are usually performed in situ with barometers. They are thus very seldom on Mars. To this day, pressure records are available at only three locations thanks to the Viking Landers and the Mars Pathfinder probes. Nevertheless, these records have been used to characterize a wide range of meteorological phenomena such as baroclinic waves, tidal waves, dust devils, or the seasonal condensation of a significant part of the atmosphere in the polar regions [Zurek et al., 1992]. The building of a network of surface weather stations that could measure surface pressure on Mars has been considered to be of high priority for Mars Exploration [Haberle and Catling, 1996] but such a complex and ambitious mission remains to be achieved.

An alternative solution to in situ measurements is remote sensing from orbit. The hydrostatic component of the surface pressure (i.e., the weight of the atmospheric column above the surface) can be measured by retrieving the column mass of an atmospheric gas with known mixing ratio using its spectral absorption or emission. On Earth, such a measurement would be extremely useful for meteorological studies, and several attempts have been made. In particular, a pressure retrieval technique based on the absorption of reflected solar light in the O$_2$ A-band (759–771 nm) was studied by Barton and Scott [1986] and
[4] They found that accuracies of 0.1% could be achieved with high-resolution spectra. However, subsequent analysis of these data, and O₂ A-band observations from the Global Ozone Monitoring Experiment (GOME) spectrometer aboard ERS-2 and from the SCanning Imaging Absorption SpectroMeter for Atmospheric Cartography (SCIAMACHY) imaging spectrometer on the ESA ENVISAT satellite, have revealed issues with this approach, especially when applied to such high-resolution, polarization-sensitive instruments in aerosol-laden atmospheres [e.g., Stam et al., 2000; Bösch et al., 2006]. Nevertheless, while O₂ measurements from existing space-based instruments are not yet accurate enough for Earth meteorology, they are now being routinely used to estimate cloud-top pressures [Dubuisson et al., 2001; Fournier et al., 2006]. Similar studies have also been performed to measure the column mass of CO₂, a gas characterized by many absorption lines in the near-infrared. Because the CO₂ mixing ratio varies in space and time on Earth, the objective of such studies is to map the abundance of CO₂ rather than measuring surface pressure. Within that context, the feasibility and characterization of space-based CO₂ measurements from SCIAMACHY and other instruments have been extensively discussed [see, e.g., Bösch et al., 2006, and references therein]. A dedicated mission, the NASA Orbiting Carbon Observatory mission (OCO) has been designed [Crisp et al., 2004]. It is expected to measure the column-averaged CO₂ mixing ratio with a precision of about 0.3% on regional scales.

[5] On Mars, the atmosphere is mostly composed of carbon dioxide. The absorption by CO₂ of the solar light reflected by the Martian surface can easily be measured, providing a good indicator of the amount of CO₂ in the atmosphere, and thus of the surface pressure. In this paper, we present a tentative study to retrieve the surface pressure on Mars as accurately as possible using the OMEGA imaging spectrometer aboard Mars Express. With such an instrument, we can produce maps of surface pressure with various resolution down to 400 m.

[6] Following the pioneering work performed from the Earth by astronomers like Gray [1966] and from orbital data by Rosenqvist [1991], Bibring et al. [1991], and Gendrin et al. [2003] with the Infrared Mapping Spectrometer (ISM) aboard the Phobos 2 spacecraft, we use the CO₂ absorption band centered at 2 μm. This band is strong enough to provide a clear signal almost proportional to surface pressure (Figure 1), but it never saturates at OMEGA resolution under Martian conditions (note that many of the individual spectral lines that compose the CO₂ spectra around 2 μm do saturate, but their combined absorption seen at OMEGA resolution does not).

[7] In this paper, we first present in details the models and the retrieval method that we have used to process the OMEGA data. We provide some estimations of the associated absolute and relative errors. Finally, we show some example of measurements of surface pressure on Mars. In a companion paper, Spiga et al. [2007] apply our method to map surface pressure in multiple areas on Mars and characterize various meteorological phenomena.

2. Retrieval Method

2.1. OMEGA Data Set

[8] OMEGA is one of the seven instruments on board the Mars Express spacecraft orbiting around Mars since December 2003. It is an imaging spectrometer analyzing the reflected solar light and the planetary thermal emission [Bibring et al., 2004]. In each resolved pixel (1.2 mrad in the instantaneous field of view) OMEGA acquires a spectrum in 352 contiguous spectral channels from 0.35 to 5.1 μm, with a spectral sampling ranging from 7 nm (in the visible) to 13 nm (from 1.0 to 2.7 μm) and 20 nm (from 2.7 to 5.1 μm).

[9] In the SWIR channel used in this paper, OMEGA operates in the whisk broom mode. Each image pixel is focused by an IR telescope on a slit, followed by a collimator. A scanning mirror in front of the telescope provides cross-track swaths and the spacecraft motion provides the second spatial dimension. Therefore each spectra is obtained using the “same” spectrometer.

[10] Each OMEGA spectral image or “cube” is a stripe of several hundreds of pixel length. Its width depends on the altitude of the spacecraft during the observations: 16, 32, 64, or 128 pixels. For instance, 16 pixels are used for the low-altitude (<350 km), high-resolution (~400 m/pixels) observations, whereas the 128 pixels mode is adopted from altitudes above 1500 km to provide wide images with resolution above 2 km/pixel.
OMEGA has provided the first comprehensive coverage of the Martian surface in the near infrared and visible wavelengths [Bibring et al., 2005, 2006], and has already made possible a lot of discoveries about Mars surface and its history, its polar caps and its atmosphere.

2.2. Outline of the Retrieval Method

Assuming that the CO₂ mixing ratio is known, the hydrostatic surface pressure on Mars is directly proportional to the column amount of CO₂ in the atmosphere. Similarly, the relative band depth observed in the OMEGA spectra at 2 μm is, to first order, proportional to this column amount (Figure 1). It can therefore be used to estimate surface pressure in any pixel. To perform this measurement with a maximum accuracy, however, it is better to separately use the information contained in each OMEGA channels (“spectels”) affected by CO₂, and to carefully take into account all the other factors (temperature, aerosols, surface spectrum, instrument response function) which can affect the observed spectra. We chose to focus on the 25 OMEGA spectels between 1.8 and 2.2 μm, a spectral range that includes the 2 μm CO₂ absorption band (stronger absorption bands are available in the OMEGA range near 2.75 and 4.4 μm, but they are usually saturated under Martian conditions at OMEGA resolution). For these 25 spectels, we have developed a complete and accurate forward model to simulate an OMEGA spectrum for any given observing conditions at OMEGA resolution). For these 25 spectels, we have developed a complete and accurate forward model to simulate an OMEGA spectrum for any given observing conditions. The radiative transfer code used to simulate the CO₂ absorption by OMEGA. We restricted our version to the 1.8 to 2.2 μm range, and made the assumption that the absorption by CO and H₂O would be negligible in this spectral range. This assumption is valid most of the time on Mars, except during the “wettest” season on Mars (northern summer in the northern hemisphere), during which the water vapor absorption band centered at 1.87 μm can become significant.

The atmosphere is discretized in 30 plane-parallel layers in order to ensure a very good accuracy while minimizing computational cost. It is coarser than the resolution theoretically needed to fully resolve all the individual CO₂ lines given their expected Doppler widths, but tests showed that the difference between spectra calculated with this resolution never differ by more than 0.02% from spectra computed with a 10⁻³ cm⁻¹ resolution.

3. Atmospheric Radiative Transfer Models

The radiative transfer code used to simulate the CO₂ absorption band from 1.8 to 2.2 μm is based on a line-by-line model described by Melchiorri et al. [2006]. The original model is designed to simulate the absorption by CO, H₂O and CO₂ over the entire spectral range observed by OMEGA. We restricted our version to the 1.8 to 2.2 μm range, and made the assumption that the absorption by CO and H₂O would be negligible in this spectral range.

The atmosphere is discretized in 30 plane-parallel layers in σ = p/p₀, coordinates from the surface up to about 60 km. In each layer, the CO₂ volume mixing ratio is set to 0.953, and the CO₂ line parameters are obtained from the GEISA 2003 database [Jacquinet-Husson et al., 2005] with a collisional broadening coefficient of 0.1 and an exponent of 0.75. The error induced by the uncertainties on these parameters is discussed in section 3.6. The incident solar spectrum is taken from Colina et al. [1996]. The model spectral resolution is 8.10⁻³ cm⁻¹. This resolution was carefully chosen in order to ensure a very good accuracy while minimizing computational cost. It is coarser than the resolution theoretically needed to fully resolve all the individual CO₂ lines given their expected Doppler widths, but tests showed that the difference between spectra calculated with this resolution never differ by more than 0.02% from spectra computed with a 10⁻³ cm⁻¹ resolution.

Figure 2. Three typical spectral fits of the OMEGA spectra with various surface pressures. (left) In Hellas Planitia (48.432°S, 60.809°E), orbit 30 (Lₚ = 335.7°) with a measured surface pressure of 1036 Pa. (middle) The VL1 site observation with the observation conditions detailed in Figure 1 (22.7057°N, 48.237°W), orbit 363 (Lₚ = 28.2°) with a measured surface pressure of 852 Pa. (right) In Terra Meridiani (7.764°S, 24.980°E) with a measured surface pressure of 470 Pa.
Table 1. Parameter Grid of the Look-Up Tables Used by the Fast Radiative Transfer Model Designed to Process the OMEGA Observations

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Tabulated Grid Values</th>
<th>Interpolation Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_s ), surface pressure (Pa)</td>
<td>50, 150, 180, 215, 257, 308, 369, 442, 529, 633, 758, 907, 1096, 1300, 1500</td>
<td>linear in ( \ln(p_s) )</td>
</tr>
<tr>
<td>( \mu_\theta ), cosine of solar zenith angle</td>
<td>0.2, 0.35, 0.52, 0.73, 1</td>
<td>linear in ( e^{-\mu_\theta} )</td>
</tr>
<tr>
<td>( \mu_1 ), cosine of viewing angle</td>
<td>0.6, 0.72, 0.85, 1</td>
<td>linear in ( e^{-\mu_1} )</td>
</tr>
<tr>
<td>( \phi ), phase azimuth angle (°)</td>
<td>0, 71, 109, 180</td>
<td>linear in ( \cos(\phi) )</td>
</tr>
<tr>
<td>( T_1 ), temperature at 0.1 scale height (K)</td>
<td>160, 213, 260</td>
<td>linear in ( T_1^{0.35} )</td>
</tr>
<tr>
<td>( T_2 ), temperature at 4 scale heights (K)</td>
<td>80, 146, 200</td>
<td>linear in ( T_2^{0.35} )</td>
</tr>
<tr>
<td>Ground albedo</td>
<td>0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6</td>
<td>linear</td>
</tr>
<tr>
<td>Dust optical depth</td>
<td>0.05, 0.1, 0.2, 0.3, 0.5, 0.7</td>
<td>linear</td>
</tr>
</tbody>
</table>

*A total of 1,814,400 spectra can be interpolated using the interpolation function given in the right column. These functions were chosen to minimize the error resulting from the interpolation. The azimuth angle \( \phi \) is the sun-target-spacecraft angle projected onto the surface, from which the phase angle is derived.

[15] The original Melchiorri et al. [2006] model did not include the scattering and absorption by atmospheric dust, which is always significant. Therefore we added a parameterization of the radiative transfer through dust aerosols suitable for line-by-line radiative transfer calculations. This new parameterization is an improved version of the model proposed by Sobolev [1975]. A detailed description is given by Forget et al. (A very simple algorithm to compute light scattering in optically thin planetary atmosphere: Application to remote sensing on Mars, submitted to Geophysical Research Letters, 2007), who show that, under Martian conditions, the parameterization provides results very close to the well known Spherical Harmonic Discrete Ordinate Method (SHDOM) model [Evans, 1998], but with much higher computational speed. We use the single-scattering properties of dust provided by Ockert-Bell et al. [1997] and assume that the dust is uniformly mixed (the related uncertainties are discussed in section 3.3). In the present studies we neglect the possible impact of water ice aerosols and select OMEGA observations accordingly, as described by Spiga et al. [2007]. Such aerosols could easily be added in the future.

[16] In spite of all these simplifications, such a line-by-line model remains too slow to be used to produce maps of surface pressure. Each OMEGA image contains about \( 10^5 \) pixels, and for each pixel, numerous radiative transfer calculations have to be performed to iteratively minimize the distance between modeled and observed spectra. Therefore we used the line-by-line radiative transfer code to build a set of multidimensional look-up tables of spectra from which a spectrum could be quickly derived by multidimensional interpolation. The spectral signature of the atmosphere near 2 \( \mu m \) depends on the following parameters: (1) the surface pressure, (2) geometry angles such as the solar zenith angle, the viewing angle and the phase angle, (3) the atmospheric dust opacity, (4) the surface albedo, and (5) the temperature profile. Each of these parameters had to be represented by one or more dimension in the look-up tables. The parameters grid and the interpolation function were designed to mimic the reference model with a negligible error. These are described in Table 1. Spectra are stored in the tables for 7 surface albedos assuming a “grey” surface. To compute a spectrum with a non-grey surface from the look-up tables (i.e., with a different surface albedo in each spectel to better reproduce Mars surface spectra, as explained in section 3.4), the interpolation in the albedo dimension is performed separately for each spectel.

[17] Representing the temperature profiles with a reasonable number of parameters requires a specific treatment. The 30 parameters corresponding to the temperatures in each layer of our model make it impossible to integrate the full range of temperature profiles in the look-up table. In order to diminish the amount of information needed, we chose to approximate any given input temperature profile by a “radiatively equivalent” simpler profile designed to produce the same spectrum than the original profile, but defined by only two temperatures \( T_1 \) and \( T_2 \). The first temperature \( T_1 \) is the temperature of the input profile at 0.1 scale height above the surface. The simplified profile varies linearly from the surface, through \( T_1 \) at 0.1 scale height up to \( T_2 \) located at 4 scale heights, above which the temperature is set constant (simulations show that the temperature above 4 scale heights has a negligible impact on the atmospheric spectrum). The value of \( T_2 \) is computed by solving the following condition: the vertical integral of the temperature weighted by the pressure \( \int_0^p \rho \, dp \) in the simplified profile must be the same than in the input profile. Tests performed with this simplified profile show that the error introduced is less than 0.5% on the \( CO_2 \) band depth at 2 \( \mu m \). Altogether, the total error due to the use of look-up tables rather than the full radiative transfer model is always less than 1.5%, for a computation time 400 times faster. Further tests show that the resulting error on the pressure retrieval is less than 1 Pa.

3. Determination of the Forward Model Input Parameters and Estimation of the Retrieval Errors

[18] The spectral simulation depends on several input parameters which are determined from the OMEGA data set or from other sources. Uncertainties in these parameters result in errors in the retrieved pressure and these have to be explicitly included in the error budget of the retrieval. Below we describe the determination (and the corresponding uncertainties) of these parameters: observing geometry, dust aerosols, atmospheric temperature, surface spectrum and albedo, instrument response function, \( CO_2 \) mixing ratio, \( CO_2 \) gas spectroscopic parameters. We also
estimate the errors resulting from the instrument noise and biases, and discuss the consequence of neglecting polarization. Finally we estimate the total relative and absolute errors.

3.1. Geometry

[19] The solar zenith angle, the viewing angle and the phase azimuth angle are provided by the Mars Express and OMEGA instrument teams with a precision around 10⁻³ rad. The corresponding error is thus negligible. It could have been non-negligible with very large solar zenith angle or viewing angles. However, in practice, we process OMEGA observations obtained in nadir mode, with viewing angle close to zero, and we select observations with cosine of solar zenith angle lower than 0.6, in order to optimize the signal to noise ratio (see section 3.5 and Spiga et al. [2007, section 2.1]). Doing so, we also ensure that no errors are introduced by neglecting the sphericity of the planet in our plane parallel atmosphere model.

3.2. Temperature Profile

3.2.1. Determination of the Atmospheric Temperature

[20] The temperature of the atmosphere cannot be derived from the OMEGA observations. Instead, we use temperature profiles provided by the LMD Mars General Circulation Model (GCM) [Forget et al., 1999] which are available from the Mars Climate Database Version 4.1 [Forget et al., 2006; Lewis et al., 1999]. We used GCM simulations performed assuming the 1999–2001 TES dust opacity (“Martian Year 24”), a year thought to be typical with regards to the dust cycle (see section 3.3). Comparisons with a sample of PFS data obtained simultaneously (OMEGA and PFS often observe the same area) shows that the predicted temperature profiles differ by less than a few kelvin from the PFS temperature retrieval [see, e.g., Grassi et al., 2005, 2007]. More generally, systematic comparison between LMD GCM predicted temperatures and all the temperature profile observed by Mars Global Surveyor radio-occultation experiment show that the model-observation differences follow a bell-shaped normal-like distribution with a standard deviation around 5 K in the low and middle latitudes [Montabone et al., 2006, Figure 7].

[21] GCM temperature fields are computed on a large-scale grid with a resolution of about 200–300 km. Smaller-scale variations of temperature should occur on Mars, in relation with topography slopes or small-scale albedo and thermal inertia variations. They cannot be predicted by the GCM, and may thus affect the pressure retrieval locally. To assess the magnitude of these temperature variations, we analyze the surface temperature field which can be directly derived from the thermal part of the OMEGA spectra [Jouglet et al., 2007]. In most observations, especially in flat areas, we found that the OMEGA surface temperature measurements are very close to the GCM predictions and that local temperature excursions are usually lower than 10 K. Because the exchange of heat between surface and atmosphere are quite limited on Mars, it is likely that the atmospheric circulation will damp the small-scale variations of atmospheric temperature and that they will be smaller than the surface temperature variations. Nevertheless, local temperature variations could create local artifacts in the retrieved pressure fields which have to be taken into account, as discussed by Spiga et al. [2007].

3.2.2. Error Due to Temperature Uncertainties

[22] To estimate the error on the surface pressure measurement due to the atmospheric temperature uncertainties, we performed pressure retrievals on a reference spectrum generated with the full line-by-line radiative transfer model, with several temperature profiles. Figure 3 shows the results of such a sensitivity analysis for a reference case which corresponds to an observation of the Viking Lander 1 site by OMEGA (see section 4.1), with observation parameters typical of OMEGA data.

[23] When the inversion algorithm is applied to the reference spectrum generated with the full temperature profile, but with no added error, the retrieved pressure is found to be very close to the input \( P_s \) value, with a slight shift of less than 0.3 Pa. This consistency indicates that the use of look-up tables and simplified “radiatively equivalent” temperature profiles give satisfying results, while greatly improving the CPU consumption of the retrieval process. When the inversion algorithm is applied using temperature profiles shifted at every altitudes by errors within ±15 K, we show that an underestimation of 15 K leads to an overestimation of the measured surface pressure of 15 Pa, and vice-versa. This is explained by the fact that increasing temperature enhances the absorption by CO₂ and thus increases the retrieved pressure. Figure 4 illustrates the impact of temperature on an OMEGA-like spectrum. It shows that all the spectels are not affected in the same way and that the side of the strong absorption bands (seen at OMEGA resolution) are more sensitive to temperature than the center of the bands. A more detailed analysis suggests that this is due to the fact that the weaker lines are strengthened with the increasing temperature and widened by Doppler Broadening (Doppler Broadening enhances absorption when the line saturates). In the center of the bands, this effect is counterbalanced by the presence of large saturated lines which tend to get narrower with increasing temperature (the width of such large saturated lines is controlled by Lorentz Broadening which decreases with temperature). Nevertheless, the CO₂ band observed at OMEGA resolution absorbs more photons when the atmosphere is warmer. Heating the atmosphere thus deepens the CO₂ absorption band with respect to the continuum. If the modeled atmosphere is colder than in reality, our algorithm needs to increase the pressure to match the observed spectrum, consistently with Figure 3.

3.3. Dust Radiative Effects

3.3.1. Determination of the Dust Opacity

[24] The optical depth of the atmosphere cannot easily be derived from the OMEGA observations. Unfortunately, it is known to vary in space and time. To estimate the optical depth of the observed scene, we have assumed that the amount of dust in the atmosphere would be close to the value retrieved at the same season (same solar longitude) and the same location in a previous year by the Thermal Emission Spectrometer dust observations at 9.3 μm [M.D. Smith et al., 2001; Smith, 2004]. Consistently with the estimation of temperature, we chose to use the opacity obtained between March 1999 and June 2001, a year thought to be typical with regards to the dust cycle. TES
observations (only available until 31 August 2004) and THEMIS observations later showed that this year was quite similar to the 2004 year observed by OMEGA, at least after the regional dust storm that affected Mars in January 2004 [Smith, 2006]. The TES optical depth at 9.3 μm normalized to the 610 Pa level are scaled to the local surface pressure and multiplied by 1.65 to provide the optical depth at 2 μm. OMEGA observations corresponding to dust optical depth higher than 0.4 are not used. In addition, the actual presence of atmospheric dust is checked qualitatively with color images built with the OMEGA visible channel [see Spiga et al., 2007]. Absolute precision should be better than ±0.2. Within one OMEGA image, the relative variation of dust opacity (scaled to surface pressure) should be significantly lower: far from lifting events (storms) which remain localized in space and time and which can be identified in the OMEGA visible observation if present, dust opacity is observed to slowly vary in time [Colburn et al., 1989; Wolff et al., 2006] and over large distance [M. D. Smith et al., 2001]. In the future, we plan to use the dust opacity retrieval derived from the Mars Express Planetary Fourier Spectrometer (PFS) [e.g., Zasova et al., 2005].

3.3.2. Error Due to Uncertainties on the Dust Radiative Effects

[25] In addition to the error made on the column dust opacity, uncertainties also exist for the dust radiative properties, which control the scaling factor between TES observations at 9.3 μm and OMEGA 2 μm as well as the single-scattering albedo and asymmetry parameter. The opacity derived from TES may also not be exactly proportional to the actual near-infrared opacity if the dust is not uniformly mixed vertically in the first scale height. Furthermore, Houweling et al. [2005] showed that variations in the vertical distribution of dust can have a significant impact on the retrieved column CO₂ over the Sahara desert. There, dust is often confined between the first 1–2 km and 3–5 km, with optical depth ranging between 0.1 and ±1.5. On Mars however, except maybe near lifting regions which remain...
localized in space and time, airborne dust is composed of long-lived small particles which are usually observed [e.g., Wolff et al., 2006; Montmessin et al., 2006] and predicted [e.g., Newman et al., 2002] to be well mixed, at least in the first scale heights which are of relevance here. This effect could be significant in dust lifting regions but, as mentioned above, we can identify and disregard such regions using the OMEGA visible channel. Nevertheless, we have performed retrieval simulations assuming that the dust scale height could be twice or half the atmospheric scale height, and found that the effect on retrieved surface pressure was less than about 1 Pa. Below we assume that the errors resulting from the dust single-scattering optical properties and vertical distribution can be accounted for by an additional uncertainty on the dust opacity.

Figure 5 presents the results of a sensitivity analysis similar to the one carried out with the temperature, performed with $\tau$ ranging from 0.04 to 0.44 to process the reference spectrum obtained with $\tau = 0.24$. It shows the calculated pressure retrieval error as a function of the assumed dust optical depth and surface albedo. Underestimating the dust opacity by 0.2 leads to underestimate the pressure by about 7 to 35 Pa, depending on the assumed surface albedo. Increasing the dust opacity tends to lower the $CO_2$ relative band depth, because the dust scattering of light is relatively more apparent in the absorption band than in the surface continuum. Therefore the measured pressure is underestimated. Toward darker regions, the influence of the dust is stronger. As the surface albedo decreases and the dust optical depth increases, the ratio of the number photons that are reflected from the surface and the atmosphere decreases. Photons that do not traverse the entire path from the top of the atmosphere to the surface provide little or no insight into the surface pressure. The error become especially significant for albedos below 0.17. Fortunately, the fraction of the surface of Mars with such low albedos should be relatively small [see, e.g., Pleskot and Miner, 1981], and most of our retrieval are usually performed in brighter regions, where this error remains acceptable, and where the signal to noise ratio is more favorable for our calculations.

Interestingly, the error resulting from the uncertainties on dust opacity should often be anti-correlated with the error introduced by the estimation of atmospheric temperature. This is due to the fact that the same dust observations are used to estimate dust opacity and calculate temperature. For the pressure retrieval, an advantage of this strategy is that any overestimation of the dust opacity will usually lead to an overestimation of the atmospheric temperature. Since dust opacity and atmospheric temperature have opposite effects on the pressure retrieval, the combined error will be reduced.

### 3.3.3. Impact of Aerosol Polarization

The forward model used to simulate the OMEGA observation neglects polarization effects. However, neglecting polarization has been shown to be a source of error in the case of pressure retrieval on Earth using the 760 nm $O_2$ absorption band with high-resolution polarization-sensitive instruments like GOME or SCIAMACHY [Stam et al., 1999, 2000]. The sensitivity of GOME and SCIAMACHY to
polarization is mainly due to the use of gratings for spectral dispersion. OMEGA also use gratings but its polarization has not been measured. The possible errors can have several origin. In the presence of polarizing aerosols, the degree of linear polarization of light transmitted through the atmosphere inside an absorption band can deviate significantly from that in the nearby continuum, creating errors in the measured band depth when using a spectrometer sensitive to polarization. Conversely, if the surface is more polarizing than the atmosphere, polarization could affect the continuum more than the line core regions. In the case of CO₂ retrieval with SCIAMACHY using the 1.58 μm absorption band over land with an aerosol loading around 0.2, Bösch et al. [2006] estimated that neglecting polarization leads to a maximum error of 0.5%. It is likely that our retrieval with OMEGA is even less sensitive to this effect. Indeed its spectral resolution is much coarser (13 nm versus 0.4 nm for GOME in the O₂ A band and 1.4 nm for SCIAMACHY in the 1.58 μm CO₂ band). As shown by Stam et al. [2000] on the basis of atmospheric radiative transfer calculations, the impact of polarization strongly decreases with decreasing spectral resolution. Moreover, telescopic polarimetric observations of Mars [e.g., Shkuratov et al., 2005] suggest that the cloud-free Martian atmosphere is only weakly polarizing. Polarization by water ice clouds can be significant, but we discard observations containing water ice clouds. Thus we believe that neglecting polarization should have a small impact on our results compared to the other uncertainties, although we have to acknowledge that it is difficult to quantify this impact.

3.4. Surface Spectrum and Albedo

3.4.1. Determination of the Surface Spectral Shape

[29] The Martian surface is composed of minerals which can present significant spectral signatures in the near infrared. These signatures can affect the spectra observed by OMEGA, and thus falsify the pressure measurements. The 1.8–2.2 μm wavelength range used here is especially affected by two family of minerals: hydrated minerals and pyroxenes. Hydrated minerals are only observed in few specific locations [Bibring et al., 2005], which are easy to avoid. Pyroxenes, on the other hand, have been mapped by OMEGA and shown to cover significant part of Mars [Mustard et al., 2005; Bibring et al., 2006] in low-albedo regions and old terrains.

[30] OMEGA can discriminate between the high-calcium pyroxenes (HCP) and the low-calcium pyroxenes (LCP) [Mustard et al., 2005; Bibring et al., 2005]. On the basis of laboratory measurements validated by the OMEGA observations, and using the Modified Gaussian Model (MGM) approach [Sunshine et al., 1990], we assume that the spectra of the two kind of pyroxenes can be modeled by a linear continuum combined with two Gaussians centered at 1.9 and 2.3 μm, with a full width at half maximum of 0.5 and 0.56 μm, representing the LCP and HCP bands respectively [Kanner et al., 2007]. To estimate the spectrum of the surface below the atmosphere around 1.8–2.2 μm (which cannot be known directly because of the CO₂ absorption), we fit the OMEGA spectrum outside the gaseous bands between 1.2 and 2.7 μm with this model, and obtain the modeled spectra around 2 μm (Figure 6).

3.4.2. Determination of the Mean Surface Albedo

[31] In practice, we did not use the estimated surface spectrum directly, because it was not fully consistent with our pressure retrieval model (in particular, it does not take dust into account). Instead, we assume that the MGM model only provides the spectral shape, but that the mean surface albedo is a free parameter to be retrieved through a 2 dimension spectral best fit procedure along with the surface pressure as mentioned above. Doing so, we minimize the error resulting from a bad estimation of the dust opacity, and automatically correct for variations in the reflected light due to local slopes or non-Lambertian reflection effect (we assume that the surface is Lambertian). Therefore no errors can theoretically result from uncertainties on the absolute albedo. Further test also shows that our retrieved surface pressure is completely insensitive to the initial guess of the mean albedo value.

3.4.3. Error Due to the Uncertainties of the Surface Spectral Shape

[32] Error can nevertheless result from uncertainties on the shape of the ground spectra. The influence of spectral signature of all possible minerals on the surface is difficult to compute. Nevertheless we can estimate the error associated with the uncertainties on the key minerals low-calcium pyroxenes, high-calcium pyroxenes, and ferric oxide.

Figure 6. An example of Modified Gaussian Model (MGM) fit of a pyroxene-rich OMEGA surface spectrum assuming that the surface (spectels outside the CO₂ gas bands) is composed of a mixture of high-calcium pyroxenes (HCP) and low-calcium pyroxenes (LCP). The spectrum was obtained on orbit 232 (Lₚ = 8.7°) in the Syrtis Major area. The “Pyroxene spectral fit” reflectance (top) is obtained in the natural log reflectance space by adding a baseline continuum to three modified Gaussian distributions centered at 1.0, 1.9 and 2.3 μm (bottom) that mathematically describe the known mineral absorption, and the depths of which are adjusted to fit the observed spectrum. This fit is used to predict the shape of the surface spectrum in the 2 μm region.
pyroxenes (LCP) and high-calcium pyroxenes (HCP) that we take into account using a Gaussian fit of their spectral signature, as described above. The LCP and HCP absorption band depths (relative reflectances) are empirically known to vary within the respective [0–0.16] and [0–0.21] ranges. The sensitivity of the retrieved pressure (the fit is performed on a reference spectrum as was done before) to the corresponding variations is shown in Figure 7. Underestimating the LCP/HCP radiative influence leads to an underestimation of the pressure. Figure 7 shows that completely neglecting the effect of LCP or HCP in a location where their signature is maximum (which is very rare) would lead to errors reaching 20 Pa. However, the accuracy of the MGM spectral fit is usually better than a few percent \cite{Mustard2005, Kanner2007}, and we do not expect the pressure error due to the LCP/HCP uncertainties to be higher than a few pascals. Furthermore, as we usually analyze limited areas of OMEGA sessions, the LCP/HCP error, if any, can be regarded as rather homogeneous in the considered area.

### 3.5. Error Due to Instrument Calibration and Noise

#### 3.5.1. Instrument Noise

\cite{OMEGA_notes} OMEGA raw spectral data are radiances in digital number (DN). Values of radiances in the physical units are then obtained using tools provided by the OMEGA instrument team (version SOFT03), which includes a non linearity correction for the detectors and two instrument transfer functions depending on the integration time.

\cite{OMEGA_noise} An instrument like OMEGA is read noise limited (photon noise is negligible in comparison). That means that the noise level does not depend on the incoming flux. Purely statistical noise on each spectel signal is 1.85 DN. Values of radiances in the 2 μm band usually range between 200 and 1200 DN, thus OMEGA signal-to-noise ratio (SNR) is in most cases excellent. However, the SNR may not be satisfying for very dark terrains in the infrared. Furthermore, the SNR is known to non-linearly degrade for very bright regions (values of flux between 1200 and 1800 DN). In that range of values, noise may be higher than 1.85 DN, and the amplitude of that noise may vary a lot between brighter (high radiances) and darker (low radiances) zones in a same OMEGA session. Therefore we do not perform pressure retrieval on observations with flux above 1200 DN. When the radiance level is good, statistical comparison of spectra obtained by OMEGA on Mars confirms that read noise dominates the pixel-to-pixel relative error when one considers ratio of flux at various wavelengths, as we do to measure pressure. For instance, spectra obtained in the very flat northern Acidalia Planitia area were found to yield an average 2.011 microns/1.927 microns ratio of 0.27, with a relative variance of 2.08%. This variance can be compared with the theoretical variance of 1.91% that we would have obtained with the 1.85 DN statistical noise. The difference is probably due to altitude variations between pixels since the area is not perfectly flat.

\cite{spectel_issues} Four “spectels” out of the 25 used in our retrieval are known to be less reliable (mainly because of cosmic ray degradation) and are not taken into account. They are centered at 1.913, 2.039, 2.136 and 2.178 μm.

\cite{pressure_sensitivity} We can test the pressure measurement sensitivity to the typical OMEGA statistical noise. We start with the above-mentioned simulated reference spectrum and convert it into DN units by inverting the OMEGA transfer function. An ensemble of noisy spectra is then computed. Each noisy spectrum is the initial spectrum with added noise on each

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Figure_7.png}
\caption{Influence of the presence of surface pyroxene on the surface pressure. The effects of low-calcium pyroxenes (LCP) and high-calcium pyroxenes (HCP) on the observed spectra are simulated with the same parameters as in Figure 1, with a reference surface pressure $P_s = 822.5$ Pa.}
\end{figure}
spectral reflectances. Noise is randomly defined by the normal Gaussian law with $\sigma = 1.85$ DN. The following steps are similar to the usual OMEGA data processing and conversion from DN to physical units. We then test the inversion method on each noised spectrum of the sample. In the end, we get a sample of retrieved ground pressures (normally distributed as expected), and we are able to estimate the standard deviation on surface pressure due to the instrumental statistical noise: $\pm 1.3$ Pa, which is very low.

Given that absolute OMEGA calibration is at the 15% level and relative OMEGA calibration is at the 5% level, we also checked the sensitivity of the measurement to an offset applied to the whole spectrum. We found that the offset does not have a significant influence on our measurement (a maximum of 2 Pa for the 15% level), because the pressure retrieval is much more sensitive to relative band depth than to absolute radiance measurement.

### 3.5.2. Instrument Spectral Calibration

To synthesize an OMEGA spectrum with our model, the instrument spectral resolution and spectral sampling is simulated by convolving the calculated, highly resolved modeled spectra with the instrument response function (IRF) in each spectel. For this purpose, the IRF has to be known as accurately as possible. With OMEGA, we have benefited from an excellent ground calibration campaign which was made possible by the long delay between the completion of the flight model of OMEGA in 1995 and its actual delivery to the Mars Express integration team in 2002 (the Mars Express OMEGA instrument is one of two models built for the Russian mission Mars 96, following Russian Space Agency policy at the time). This time was used to perform an in-depth calibration with a particular effort for spectral calibration [Bonello et al., 2005] using a monochromator. After launch and in orbit, possible variations have been investigated using Earth spectra and Martian observations of sharp CO$_2$ and water ice lines [Langevin et al., 2007]. No changes could be detected throughout the mission in the 0.93–2.73 $\mu$m channel used in this paper. The absolute wavelength accuracy is estimated to be better than 1.5 nm. A bias in absolute wavelength would systematically shift the IRF of all spectels and thus affect the surface pressure measurement. The dashed line on Figure 8 shows the error on retrieved surface pressure resulting from such a bias. Interestingly, it appears that the OMEGA spectral grid is such that in most cases, a bias in the wavelength reference leads to an underestimation of the surface pressure (by 2 Pa if the spectel wavelengths are 1.5 nm longer than expected, and by 9 Pa in the opposite case).

The relative wavelength accuracy during the calibration was considerably better thanks to the constant scanning step of the monochromator [Bonello et al., 2005]. The IRFs could thus be determined for each spectel with high precision, with a 4 nm resolution. The shape of the IRFs were found to be similar in each spectel in the 0.93–2.73 $\mu$m OMEGA channel, with a slight sensitivity to variations in the spectrometer and detector temperatures. Fortunately, these temperatures are stabilized by thermal control systems...
using cryocoolers (for the detector) and a conductive link to a radiator (for the spectrometer). They are constantly monitored when OMEGA is operating. During nominal operations, they are usually very close to their optimal temperature, as expected. Nevertheless, to evaluate the possible bias in retrieved surface pressure resulting from an error in the exact shape of the IRF, we have performed retrieval simulations with several IRF width in each spectel (the width here is defined as twice the full-width at half maximum of the IRF). The solid line on Figure 8 shows that a 2 nm variation in the IRF width (corresponding to the total uncertainty resulting from the thermal variations and the spectral sampling) can lead to a 10 Pa bias in the pressure retrieval. Overall, we can conclude that the error resulting from the uncertainties in the spectral calibration and in the instrument response function should be a systematic bias of less than 20 Pa.

3.6. Error Due to Uncertainties in the CO₂ Mixing Ratio and Spectroscopic Data

[40] In our retrieval, we assume that the CO₂ volume mixing ratio is 0.953. The best measurement of the actual mixing ratio of CO₂ on Mars remains the value retrieved from the Viking mass spectrometer at the beginning of the Viking Lander missions in early northern summer: 0.9532 [Owen et al., 1977]. This mixing ratio is expected to vary with season due to the condensation and sublimation of a significant part of the atmospheric CO₂ into the seasonal polar caps. Estimations of the total atmospheric mass variations performed by simulating the Viking Lander surface pressure with a General Circulation Model [Hourdin et al., 1995] suggest that the mean surface pressure can reach extrema corresponding to 0.9 and 1.12 times the mass of the early northern summer atmosphere observed by Viking. These values correspond to a CO₂ mixing ratio ranging between 0.948 and 0.958, depending on the season. For a given partial pressure measured by OMEGA, the associated pressure systematic bias can thus reach ±0.5% (i.e., ±4 Pa for a retrieved Pᵢ = 800 Pa). In fact, this is probably an overestimation of the actual bias. It has been shown that the atmosphere above the condensing polar caps is strongly enriched in Argon [Sprague et al., 2004]. This suggests that a large fraction of the non-condensable gas left behind by the CO₂ condensation remains in the polar regions and does not dilute the CO₂ gas at other latitudes as much as we assumed in the simple calculation above.

[41] The spectroscopic line parameters for the CO₂ 2 μm band have been taken from the GEISA 2003 database [Jacquinet-Husson et al., 2005] with a collisional broadening coefficient of 0.1 and an exponent of 0.75 [Arie et al., 1987]. Tests performed with the same line-by-line model, but using HITRAN 2004 [Rothman et al., 2005] for all line parameters including collisional broadening yielded differences at OMEGA resolution of less than 0.04% and 0.01% for CO₂ pressure of 10 and 3 hPa, respectively. However, improved line strengths and positions has just been released by Toth et al. [2006], and will be used in the future. For the present studies, Toth et al. [2006] suggest that line strength errors below or around 2% on average can be expected for the relatively recent spectroscopic measurement used here. We have performed sensitivity studies to assess the impact of variations in the strength and width of the CO₂ lines. A systematic 2% increase of all the line strengths induces a change in the band depth (at OMEGA resolution) of about 0.5% in the side bands peaking at 1.95 and 2.05 μm and 1.2% in the 2.01 μm central band. Similarly, a 2% increase of all the line widths induces a 0.5% change in OMEGA band depth. On this basis, we estimated that uncertainties on the spectroscopic line parameters correspond to an additional systematic bias of 1% at most (e.g., ±8 Pa for a retrieved Pᵢ = 800 Pa).

3.7. Estimation of the Total Error

[42] From the above calculations, two kind of errors can be identified. On the one hand, a systematic bias, nearly constant throughout the mission or at least during a season, may affect the pressure measurement. It is mostly due to uncertainties (1) in the instrument response functions absolute spectral position (≤1.2%) and exact shape in each spectel (≤1%, see section 3.5), (2) in the spectroscopic line parameters (<1%, see section 3.6), and (3) in the CO₂ mixing ratio (<0.5%, see section 3.6). The total systematic bias should thus be significantly lower than 4% (e.g., ~30 Pa for a retrieved Pᵢ = 800 Pa). On the other hand, from one OMEGA image to another OMEGA image and even within the same OMEGA image, relative errors may result from more variable sources of errors, due mostly to instrument noise, surface spectral shape, atmospheric temperatures and aerosol content. Estimating the combined relative error is especially important to interpret spatial structure in the surface pressure fields, as done by Spiga et al. [2007]. To evaluate the total relative error, we performed a Monte Carlo error analysis [Press et al., 1992] by (1) generating an ensemble of spectra for an input pressure Pᵢ affected by the variable uncertainties described above, (2) applying our pressure retrieval algorithm on these spectra, and (3) computing the standard deviation of the retrieved surface pressures compared to Pᵢ. For this purpose, we chose to describe all the input parameter uncertainties with a normal distribution as for the instrumental noise. As mentioned in section 3.2, such a shape is observed when calculating the difference between model prediction and accurate radio-occultation observations [Montabone et al., 2006].

[43] If X is one of these input parameters, the sample computed with the normal Gaussian distribution is {Xᵢ}ᵢ=0...N, where N is the sample extension (we use N = 10,000) and Xᵢ are random values obeying the following normal probability density function:

\[
    f(x; \mu, \sigma) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(x-\mu)^2}{2\sigma^2}}
\]

where \( \mu \) is the mean of the sample and \( \sigma \) the standard deviation. In our Monte Carlo analysis, \( \mu \) is the true value of \( X \) and \( \sigma \) is determined from the uncertainty \( \Delta X \) on the parameter \( X \). As a well-known normal law property states that 99.7% of the excursions of the value from the mean are under three standard deviations, in order to get sample \( Xᵢ \) values normally distributed within \( X \pm \Delta X \), we set \( 3\sigma = \Delta X \).

[44] Uncertainties on the following parameters are included: temperature \( T \), optical depth \( \tau \), and OMEGA statistical noise (DN). Errors on the pyroxenes diagnostic were not taken in account for technical reasons but are
expected to be small (see section 3.4). Uncertainties amplitudes are similar to the ones prescribed in the previous sections: respectively $D_T = 15$ K, $D_t = 0.2$, $D_{DN} = 1.85/C^2 = 5.55$ DN.

In the end, a distribution of retrieved surface pressures is obtained, and its standard deviation can be evaluated. The results obtained for our reference case is shown on Figure 9. The distribution appears normal, suggesting that nonlinearities arising from the inverse method processes are small. The standard deviation of retrieved surface pressure (i.e., the 1-$\sigma$ relative error) is $\sigma \approx 7$ Pa, corresponding to a $3\sigma$ total uncertainty of $\pm 21$ Pa. As explained in section 3.3 and 3.5, the error due to dust and noise increase with decreasing surface albedo. A similar error estimation yielded a 1-$\sigma$ relative error of 10 Pa for a surface albedo of 0.2, and even 15 Pa for a surface albedo of 0.15 (note that we avoid processing area with albedo lower than 0.18).

4. Results and Comparison With Surface Measurements

4.1. Comparison With Viking Lander Records

Ideally, our remote pressure measurements should be validated against “ground truth”, in situ measurements. No such measurements were performed during the Mars Express mission (there is no pressure sensor aboard the Mars Exploration Rovers). Nevertheless, assuming that pressure is primarily controlled by season and local time, and that the mass of the Mars atmosphere has not varied for thirty years, we can compare with previous lander missions: the Viking Lander 1 and 2, and Pathfinder. Pressure records were obtained by the Viking Lander 1 (22.269°N, 312.050°E) for 2245 sols (more than 3 Martian years) in 1976–1982, and by Viking Lander 2 (47.668°N, 134.282°E) for 1050 sols (more than 2 Martian years) in 1976–1978 [Hess et al., 1980; Tillman, 1988]. During summer 1997, Pathfinder (19.010°N, 326.747°E) also transmitted surface pressure measurements [Schofield et al., 1997], but only for 83 sols, covering only a fraction of a Martian year, between $L_s = 142^\circ$ and $L_s = 188^\circ$. As we write this paper, OMEGA has observed the Pathfinder landing site three times (orbit 511, 2460 and 2493), but none of these observations were performed at the same season than the pressure records. The OMEGA data set also contains some observations of the Viking Lander 2 site (orbit 2374). However, this measurement was obtained during northern winter ($L_s = 326^\circ$), and the pressure retrieval is not possible because of the low insolation (solar zenith angle >60°) and the presence of polar hood clouds. Finally, the Viking Lander 1 site was observed by OMEGA with good illumination conditions during orbit 363 session 3 ($L_s = 28.2^\circ$ and local time $\sim 10.7$ Martian hours). Unfortunately, a part of the OMEGA image is covered by water ice clouds, and we suspect that a thin ice haze might affect the pixel containing VL1 (atmospheric ice tends to make us overestimate surface pressure because of a water ice absorption band centered near 2 $\mu$m). Nevertheless, a pressure retrieval at this pixel was possible and gave 852 Pa, to be compared with 831 Pa measured by VL1. Note that the VL1 data were digitized with a 9 Pa quantization interval [Hess et al., 1980]. The measurement uncertainty is thus at least 5 Pa. Nevertheless, remarkably, VL1 recorded the same value for the three consecutive years, (except maybe the third year for which
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**Figure 9.** The distribution of 10,000 surface pressure retrievals simulated with the same parameters as in Figure 1 and $P_s = 822.511$ Pa, except that the synthetic spectra used in the retrieval were randomly affected by errors on the atmospheric temperature and the dust optical depth as well as by instrumental noise (see text). The histogram is shown with a resolution 0.5 Pa.
Figure 10. Seasonal variations of the ground pressure at the Viking Lander 2 site. The dots show the daily averaged pressure measurements achieved by the sensor on the lander. The sudden rise of pressure between $L_s = 270^\circ$ and $L_s \sim 330^\circ$ results from the dynamical effect of the 1977-b global dust storm [Hourdin et al., 1993]. The thin black line shows the output of our surface pressure predictor assuming the standard “Martian Year 24” (MY24) dust scenario. The thick grey line was produced by the predictor assuming a much dustier atmosphere (dust opacity of 4). It shows that the model can accurately predict surface pressure variations resulting from large-scale dynamical processes.

Figure 11. Seasonal variation of the surface pressure in a selected area of Isidis Planitia around $24^\circ$N between $90^\circ$E and $130^\circ$E. Surface pressure measurements retrieved from OMEGA observations (dots) are compared to results from our surface pressure predictor (lines). The error bars illustrate the range of pressure within one OMEGA image at $24^\circ$N, extended by 7 Pa on each side to illustrate the 1-$\sigma$ measurement relative error due to noise, temperature, and dust loading variations. Pressures are scaled to the reference level $-3.78$ km using the barometric formula as detailed by Spiga et al. [2007].
\[ P = P_{GCM} \left( \frac{P_{VL1}}{P_{VL1,C0}} \right) e^{-\frac{(z-z_{GCM})}{H}} \] (2)

with \( P_{GCM} \) the pressure predicted by the GCM at the same location and time (interpolated from the GCM grid), \( \langle P_{VL1} \rangle \) the VL1 surface pressure records smoothed to remove thermal tides and transient waves, taken from Hourdin et al. [1995], \( \langle P_{VL1,C0} \rangle \) the similarly smoothed VL1 surface pressure predicted by the GCM (properly interpolated vertically and horizontally), \( z \) is the altitude of the local surface retrieved from the MOLA data set, and \( z_{GCM} \) is the altitude at the location interpolated from the coarse GCM topography grid. \( H \) is the scale height used in the hydrostatic equation to vertically interpolate the pressure: \( H = RT/g \) with \( R = 192 \text{ m}^2 \text{s}^{-2} \text{K}^{-1} \) the gas constant, \( g = 3.72 \text{ m} \text{s}^{-2} \) the acceleration of gravity, and \( T \) the atmospheric temperature extracted from the GCM at 1 km above the surface. The choice of the 1 km altitude to interpolate surface pressure on Mars is based on the theoretical considerations and tests described by Spiga et al. [2007]. This surface pressure predictor is included in the Mars Climate Database Version 4.1.

[48] In practice, pressure is derived from the surface pressure fields produced by the GCM, with a vertical interpolation from the coarse GCM topography grid to the high-resolution MOLA grid, and a correction to perfectly match the seasonal variations at VL1 site. The best possible guess of surface pressure \( P \) at a given location and time is given by

\[ P = P_{GCM} \left( \frac{P_{VL1}}{P_{VL1,C0}} \right) e^{-\frac{(z-z_{GCM})}{H}} \] (2)

the local time of the OMEGA observation is included between a 840 Pa and a 831 Pa measurement), suggesting that it is reasonable to compare the year observed with OMEGA with the Viking observations.

[47] In spite of the possible presence of a thin water ice haze, we conclude that the OMEGA measurement is within 2.5% of the ground truth, with a slight overestimation.

4.2. Building a Surface Pressure Predictor

[48] The pressure measurement check at the VL1 pixel, though useful preliminary test, is inadequate for a more general validation of the method. In particular, to validate our retrieved pressure maps, we needed a tool able to predict a reference ground pressure field with full spatial and temporal coverage. Surface pressure at any locations on Mars can be predicted by interpolating the Viking Lander 1 record vertically thanks to the accurate MOLA topography [D. E. Smith et al., 2001]. However, surface pressure is also expected to vary across the planet because of large-scale pressure gradients resulting from the general circulation and the global thermal structure [Hourdin et al., 1993]. To account for this component (including the thermal tides), we used the large-scale surface pressure gradients simulated by the LMD Mars General Circulation Model [Hourdin et al., 1993; Forget et al., 1999] which are available from the Mars Climate Database Version 4.1.

[49] In practice, pressure is derived from the surface pressure fields produced by the GCM, with a vertical interpolation from the coarse GCM topography grid to the high-resolution MOLA grid, and a correction to perfectly match the seasonal variations at VL1 site. The best possible guess of surface pressure \( P \) at a given location and time is given by

\[ P = P_{GCM} \left( \frac{P_{VL1}}{P_{VL1,C0}} \right) e^{-\frac{(z-z_{GCM})}{H}} \] (2)

and temporal coverage. Surface pressure at any locations on Mars can be predicted by interpolating the Viking Lander 1 record vertically thanks to the accurate MOLA topography [D. E. Smith et al., 2001]. However, surface pressure is also expected to vary across the planet because of large-scale pressure gradients resulting from the general circulation and the global thermal structure [Hourdin et al., 1993]. To account for this component (including the thermal tides), we used the large-scale surface pressure gradients simulated by the LMD Mars General Circulation Model [Hourdin et al., 1993; Forget et al., 1999] which are available from the Mars Climate Database Version 4.1.

[49] In practice, pressure is derived from the surface pressure fields produced by the GCM, with a vertical interpolation from the coarse GCM topography grid to the high-resolution MOLA grid, and a correction to perfectly match the seasonal variations at VL1 site. The best possible guess of surface pressure \( P \) at a given location and time is given by

\[ P = P_{GCM} \left( \frac{P_{VL1}}{P_{VL1,C0}} \right) e^{-\frac{(z-z_{GCM})}{H}} \] (2)

the local time of the OMEGA observation is included between a 840 Pa and a 831 Pa measurement), suggesting that it is reasonable to compare the year observed with OMEGA with the Viking observations.

[47] In spite of the possible presence of a thin water ice haze, we conclude that the OMEGA measurement is within 2.5% of the ground truth, with a slight overestimation.

4.2. Building a Surface Pressure Predictor

[48] The pressure measurement check at the VL1 pixel, though useful preliminary test, is inadequate for a more general validation of the method. In particular, to validate our retrieved pressure maps, we needed a tool able to predict a reference ground pressure field with full spatial and temporal coverage. Surface pressure at any locations on Mars can be predicted by interpolating the Viking Lander 1 record vertically thanks to the accurate MOLA topography [D. E. Smith et al., 2001]. However, surface pressure is also expected to vary across the planet because of large-scale pressure gradients resulting from the general circulation and the global thermal structure [Hourdin et al., 1993]. To account for this component (including the thermal tides), we used the large-scale surface pressure gradients simulated by the LMD Mars General Circulation Model [Hourdin et al., 1993; Forget et al., 1999] which are available from the Mars Climate Database Version 4.1.

[49] In practice, pressure is derived from the surface pressure fields produced by the GCM, with a vertical interpolation from the coarse GCM topography grid to the high-resolution MOLA grid, and a correction to perfectly match the seasonal variations at VL1 site. The best possible guess of surface pressure \( P \) at a given location and time is given by

\[ P = P_{GCM} \left( \frac{P_{VL1}}{P_{VL1,C0}} \right) e^{-\frac{(z-z_{GCM})}{H}} \] (2)

with \( P_{GCM} \) the pressure predicted by the GCM at the same location and time (interpolated from the GCM grid), \( \langle P_{VL1} \rangle \) the VL1 surface pressure records smoothed to remove thermal tides and transient waves, taken from Hourdin et al. [1995], \( \langle P_{VL1,C0} \rangle \) the similarly smoothed VL1 surface pressure predicted by the GCM (properly interpolated vertically and horizontally). \( z \) is the altitude of the local surface retrieved from the MOLA data set, and \( z_{GCM} \) is the altitude at the location interpolated from the coarse GCM topography grid. \( H \) is the scale height used in the hydrostatic equation to vertically interpolate the pressure: \( H = RT/g \) with \( R = 192 \text{ m}^2 \text{s}^{-2} \text{K}^{-1} \) the gas constant, \( g = 3.72 \text{ m} \text{s}^{-2} \) the acceleration of gravity, and \( T \) the atmospheric temperature extracted from the GCM at 1 km above the surface. The choice of the 1 km altitude to interpolate surface pressure on Mars is based on the theoretical considerations and tests described by Spiga et al. [2007]. This surface pressure predictor is included in the Mars Climate Database Version 4.1.

[50] Figure 10 shows the predicted pressure at the Viking Lander 2 site compared to the actual observations. The agreement is good. The dynamical pressure increase resulting from the 1977-b global dust storm between Ls = 270° and Ls = 330° can be well reproduced by assuming a dusty atmosphere at that time. Our pressure predictor does not include the effect of baroclinic waves (on purpose) which are especially strong in fall and winter at the VL2 latitude and explain the larger amplitude of the waves at these seasons. Nevertheless, the predictor includes the thermal tides, and a detailed analysis shows that the phase and amplitude of the modeled tidal pressure oscillations match the observations.

4.3. Seasonal Evolution

[51] As seen in Figure 10, the evolution of the surface pressure at a given location is characterized by a strong seasonal cycle resulting from the condensation and sublimation of the CO₂ atmosphere in the polar caps. These seasonal variations are not easy to monitor with the OMEGA instrument, because the primary objective of OMEGA has naturally been to observe as many areas as possible. Therefore most locations have not yet been observed more than one to three times.
A comparison between two pressure maps retrieved in the same area from two different orbits, three days apart.

(a) Pressure map retrieved from orbit 920 at $L_s = 97.4$° and local time $\approx 16.1$ Martian hours. (b) Pressure map retrieved from orbit 931 at $L_s = 98.8$° and local time $\approx 16.4$ Martian hours. (c) A map of the difference, with superimposed topography (black contours).
Nevertheless, by selecting pressure measurements obtained in a flat region at about the same latitude, we were able to monitor the seasonal cycle of surface pressure at 24°N in Isidis Planitia (Figure 11), in good agreement with the surface pressure predictor. There again, such a result gives a confidence in both the relative and absolute surface pressure measurements performed with OMEGA.

4.4. Pressure Mapping

The use of look-up tables and simplified models has allowed us to process numerous OMEGA sessions. In a companion paper, Spiga et al. [2007] present several of these maps along with analyses of the meteorological signatures contained in these data. In Figure 12, we show a typical example (among many others) of such a map along with a synthetic map produced by our surface pressure predictor. As expected, the observed pressure field is primarily controlled by the surface topography. The absolute and relative agreement between the observed and expected pressure maps is good, even if a slight overestimation is usually observed in the OMEGA data. This shift is detected in most of the “correct” OMEGA sessions (i.e., the ones that passed a preliminary quality control); its amplitude is different on each example, and may vary from 10 Pa to 30 Pa.

Figures 13a and 13b display two pressure maps retrieved in the same area in the northern plains from two different orbits, three sols apart. The two maps are quantitatively very similar. The mean pressure difference between the two maps is 0.78 Pa with local deviations reaching ±7 Pa. Interestingly, the distribution of the differences follows a bell-shaped distribution (Figure 14) with a standard deviation near 2.3 Pa, as expected for two OMEGA images obtained with similar observing conditions. Figure 13c shows a map of the difference between the two observations. Some structures can be observed, apparently perpendicular to the topography slope. However, their amplitude is so small that it is not possible to attribute their origin to local pressure variations rather than atmospheric dust or temperature fluctuations.

5. Conclusion

Using the OMEGA observations of the CO$_2$ band centered at 2 µm, we have developed a retrieval algorithm to measure surface pressure from Mars orbit. The algorithm and its input parameters (atmospheric temperature and opacity, surface spectral shape) have been designed to combine high accuracy with efficiency in order to be able to process the hundred of thousands of spectra that are available in each OMEGA image and produce maps of surface pressure. We estimate the 1-σ relative error to be around 7 to 10 Pa depending on the surface albedo, with a possible systematic bias on the absolute pressure lower than 30 Pa (4%).

Such an accuracy allows us to monitor the seasonal variations of pressure in a given location on Mars. The relative accuracy from pixel to pixel should be significantly lower than the number given above, because the bias induced by an error in dust loading or atmospheric temperature should be similar from pixel to pixel. After removal of the topography signal, this allows us to monitor weather patterns, as presented in the companion paper by Spiga et al. [2007].

In the future, we plan to improve the accuracy of the measurements by using the temperature profile and aerosol content measured by the Planetary Fourier Spectrometer also on board Mars Express [Grassi et al., 2005; Zasova et al., 2005], and recently released improved spectroscopic
line parameters. In addition, we will benefit from additional observations obtained above the Viking landers and Pathfinder sites, which will provide additional “ground truth” measurements crucial to validate and calibrate the absolute measurements. Finally, more observations of the same area with a few days interval will soon be available. They will allow us to monitor the signature of transient waves in the surface pressure field.
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